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I. Executive Summary

Digital educational platforms have become ubiquitous in American classrooms. Educators 
use platforms like Google Workspace for Education, Kahoot!, Zearn, Khan Academy, Mag-
icSchool, and countless others to organize and provide curriculum content, structure class-
room teaching and student collaborations, assess and track student learning, and commu-
nicate with parents and guardians. There are now vanishingly few facets of teaching and 
learning in schools that are not in some way shaped by digital platforms. 

This ubiquity can make it hard to remember that it was not always like this. More impor-
tantly, it can undermine our ability to consider that digital platforms may often not be the 
best way to achieve the purposes of public education. The technology industry has been 
marketing its wares to teachers and administrators for years as a way to more efficiently 
and effectively organize and operate schools for instruction and learning. Although these 
campaigns had only moderate success before the COVID-19 school closures, the resulting 
exigencies opened the door for the industry’s message and products to be accepted by even 
the most reluctant schools. 

The “ed tech” platforms used in schools, like other platforms used in all domains of modern 
life, differ in important ways from the software of the past. Today’s platforms extract data 
from their users not only to draw inferences about them; they also seamlessly “interoperate” 
with other platforms. Educators tend to think of ed tech platforms as merely “tools” they 
adopt for specific, self-contained purposes, but these platforms are actually complex “eco-
systems” shaped by competing interests and imperatives that operate out of sight and far 
from schools.

Administrators, teachers, and students may perceive themselves to be the primary “market” 
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for ed tech platforms. In fact, they are only one market. In addition to their use in product 
development, the data digital platforms collect are sold off in a dense and well-developed 
marketplace of advertisers, data brokers and investors. The same platform that delivers 
curricular materials to students also harvests, for example, those students’ usage patterns, 
performance data, and engagement metrics. All of these are valuable assets that platform 
owners can leverage to enhance their own products, reinforce their market advantages, or 
monetize through third-party data sharing, often without the knowledge or consent of stu-
dents, families, or educators. Such dynamics distinguish today’s platforms from traditional 
ed tech tools like graphing calculators or overhead projectors, which served a single purpose 
once purchased and which were unambiguously under the control of the schools that pur-
chased them.

An ecological perspective reveals how platforms operate across multiple dimensions simul-
taneously. On the surface, ed tech platforms have recognizable uses for administration, in-
struction, assessment, and communication. However, just beneath the surface is a deeper 
level of technical architectures—code, data, algorithms, interfaces, hardware—that shape 
what kinds of usage are possible. Furthermore, this technical dimension is governed by a 
deeper level of political-economic relations: the ownership structures, commercial impera-
tives, and material resources that power each platform’s operations. 

For educators, community leaders, and policymakers, adopting an ecological orientation 
means moving beyond questions of tool selection (“What’s the best app for assessing writ-
ing?”) and tool management (“How do I prevent students from misusing this platform?”). 
Instead, it invites careful consideration of how platform ecosystems work, and for whom: 
What are the wider implications of integrating them into school communities? What values 
are embedded in their design? What fiscal and human resources do they require to function? 

To ensure that any digital platform is appropriate, a school must first clearly articulate its 
own needs, values, and goals. Only then can a school meaningfully determine whether or 
not a digital platform supports or undermines the school’s purposes and whether or not 
those purposes might be best achieved by nondigital means. This approach can buffer de-
cision-makers from relentless marketing and empower them to adopt only those platforms 
that support their self-determined aims. School leaders also need higher-level policy sup-
port as a backstop against the negative consequences of ed tech. Federal policy, in particular, 
currently is imprudently promoting artificial intelligence (AI) as a means of modernizing ed-
ucation and creating a 21st-century workforce. Since AI amplifies the negative effects of ed 
tech platforms, schools have good reason to delay and first carefully consider the adoption 
of those platforms. 

To enable schools to make the best choices for themselves regarding digital educational 
platforms, we recommend that:

Teachers and Educational Leaders:

•	 Limit educational screen time, particularly for young students.

•	 Clearly articulate the pedagogical values, goals, and practices they seek to achieve.
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•	 Use these criteria as a standard by which to evaluate any digital platform considered 
for adoption.

State Policymakers:

•	 Establish an independent government entity charged with ensuring the quality of all 
digital educational platforms to be used in schools, including platforms incorporating 
artificial intelligence (AI). 

•	 Charge this entity with reviewing and approving the pedagogy and programming of 
platforms, before their implementation and periodically thereafter. 

•	 Require that platforms’ programming be transparent and amenable to review.

•	 Create standardized contract templates that include mandatory clauses to protect stu-
dent data, including by establishing mandatory deletion timelines, requiring plain-lan-
guage privacy policies and regular third-party audits of data practices, prohibiting 
unilateral changes to terms of service mid-contract, and guaranteeing data portability 
when services are discontinued or districts change providers.

•	 Adopt regulations prohibiting schools from using any technology, including AI mod-
els, whose workings are not transparent to state regulators, unless they provide a 
well-developed rationale for why this technology is the only way to achieve a clearly 
defined and valid school purpose.

Federal and State Policymakers:

•	 Stop uncritically promoting AI, which amplifies threats associated with digital edu-
cational platforms, as a way to transform and modernize schools’ pedagogical and 
administrative practices.
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II. Introduction

Digital platforms have become ubiquitous in American classrooms. Educators use them for 
delivering and supplementing curriculum, assessing and tracking student learning, support-
ing classroom collaboration, and communicating with guardians.1 Indeed, in 2025, there 
are vanishingly few facets of teaching and learning in schools that are not facilitated with 
platforms. 

This ubiquity can make it easy to forget that it was not always this way. For decades, the 
tech industry marketed its products to schools, urging teachers and administrators to opti-
mize and modernize their practices by adopting the “personalized learning” and “competen-
cy-based” approaches to education especially amenable to the constant data collection and 
assessment their products offer.2 Until recently, this marketing was only moderately suc-
cessful. Although individual companies made inroads, particularly as districts struggled to 
meet their ever-shrinking budgets, digital platforms were much less pervasive in schools as 
recently as 2019. The school closures caused by the COVID-19 pandemic led schools across 
the world—even those most reluctant3—to expand the adoption of digital platforms in order 
to continue their work.4 

Although they may look and feel similar to earlier digital technologies, “platforms” do more 
than simply deliver a service. They also extract data from their users in order to draw in-
ferences about them and their use of the product.5 A platform may use this data as part of 
the primary service it provides or share it with other educational services. For example, a 
platform providing assessment could also feed data into administrative platforms that track 
student achievement and into instructional platforms that use AI to personalize future as-
signments. The platform’s provider may also use this data for commercial purposes—for 
example, to develop or market products or to sell to or share with other businesses.6,7 
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Despite the problems that schools experienced with many platforms during the pandem-
ic closures, they have continued to use them.8 And since the November 2022 release of 
ChatGPT, education technology (“ed tech”) companies have promoted a wide range of prod-
ucts incorporating generative artificial intelligence (AI) that they claim can both reduce 
teachers’ workload and increase student engagement.9 Teachers receive daily emails from 
companies offering trainings and webinars to demonstrate the value of their ed tech prod-
ucts, especially those featuring AI.10,11 A given district can offer hundreds of such products 
for teachers to choose from, and it may mandate the use of some. Many districts, for exam-
ple, use a single learning management system.12,13 While they may dislike or distrust some 
platforms, teachers with large classes likely welcome those that promise to streamline their 
workload by, for example, reducing the time they spend grading or communicating with 
students’ families.

However, the apparent promise of ed tech platforms masks significant concerns. While 
teachers are the best judges of which platforms actually save them time, research does not 
support claims that ed tech platforms improve upon traditional, low-tech schooling.14 Like-
wise, research does not support the efficacy of introducing AI into educational processes.15 
Evidence is also accumulating about the negative effects of young people’s technology use—
on the quality of their education, their mental and physical health, and their privacy.16

International responses to these concerns reveal both the possibilities and challenges for 
addressing them. The European Union (EU), for instance, has enacted important privacy 
legislation that provides rights and protections to EU citizens that are not extended to U.S. 
users. In 2024, Sweden, one of the first countries to adopt digital learning nationwide, de-
veloped policies to replace screen time with books, citing scientific studies that “show that 
screen-free environments provide better conditions for children to develop relationships, 
concentrate and learn to read and write.”17 

Other attempts to control the use of digital platforms have 
been more uneven. In 2022, Denmark made news when one 
of its municipalities learned about data security concerns as-
sociated with students’ use of YouTube and Chromebooks.18 

Denmark’s Data Protection Agency temporarily banned Google from Danish schools; how-
ever, permanently evicting Google, which is entrenched in the Danish government’s digital 
systems, proved difficult.19 In the end the Data Protection Agency, over the course of several 
years, negotiated changes to the contracts that govern Google’s use of Danish students’ da-
ta.20 

U.S. schools face similar struggles with even less regulatory support. Districts are aware of 
threats to student data privacy, and in many states they must comply with laws that ostensi-
bly protect students’ data from unauthorized use. But these laws are often inadequate. The 
state of Colorado, for example, requires vendors contracting with schools or educational 
agencies to meet certain requirements if they are to collect student data.21 However, the law 
exempts many vendors from these obligations by classifying their services as “on demand” 
rather than contractual.22 It also fails to provide oversight to ensure that districts are com-
plying with the law.23 

The apparent promise of 
ed tech platforms masks 
significant concerns.
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Districts, for their part, try to vet platforms and provide their staff with lists of those they 
may use. But they need staff with time and expertise to review privacy policies that are of-
ten hard to understand—a demand that may stress under-resourced districts, in particular. 
Districts may also struggle to prevent teachers from using unapproved products. And, as 
in Denmark, their operations may be too entwined in large digital systems to contemplate 
disengaging from them.24 

Beyond privacy concerns, ed tech platforms also shape educational practices in ways that 
may go unexamined. Although teachers and ed tech companies often think of platforms as 
“tools” for specific tasks (e.g., learning management, gamified instruction, math practice), 
in reality, they are much more complex.25 Even platforms that claim to align with state stan-
dards or evidence-based practices can have negative pedagogical effects. Countless design 
decisions influence the look, feel, and function of ed tech platforms. For instance, color 
choices may prevent students with limited vision from comfortably using the platform;26 
wording of feedback may influence whether students persist or disengage from a lesson;27 
and default data sharing settings may determine what data flows to third-party vendors. 
Design decisions reflect product developers’ biases and assumptions28 and also their corpo-
rate business imperatives.29 This wider “ecosystem” of ed tech also ties schools to particular 
consumption habits and spending priorities.30 What must schools give up to fund ed tech 
contracts, laptops, IT support, and data security measures? 

This brief reviews research examining pedagogical, logistical, and ethical implications of 
ed tech platforms for schools and school communities. Our analysis of the wider ecosystem 
of digital educational platforms—how they are so much more than simple “tools”—leads to 
recommendations for how teachers, school and district leaders, and other policymakers can 
develop policies to govern their use. 

III. Review of the Literature: Big Promises,  
High Costs, No Results

Ed tech has a long history of promising efficiency and modernization. As early as the 1920s, 
purveyors of radio and recording technologies encouraged schools to adopt their products 
to streamline the delivery of curricular content.31 Since then, film projectors, “teaching ma-
chines,” television, computers, and digital platforms have each, in turn, captured the imag-
ination of those eager to optimize educational processes.32,33 Marketing for each of these in-
novations has centered on its potential to increase the efficiency of teaching large numbers 
of students and to provide educators with more time for individualized instruction. These 
same promises continue to drive 21st-century ed tech marketing.34 

The appeal of digital ed tech platforms is relatively straightforward: They offer school lead-
ers solutions to ever-pressing concerns. They promise to optimize educational processes by 
supporting the data collection and analysis schools use to identify and address administra-
tive and instructional needs. For example, the math-teaching platform Zearn, in its paid 
school and district services, offers “snapshot reports with actionable insights on implemen-
tation progress at every level” and “on-demand district-wide reporting for data-driven de-
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cision making.”35 Administrators, frequently facing financial pressures, welcome platforms 
that have potential to simplify data collection and interpretation to support their budgetary 
decision-making.

Digital platforms also promise to help schools and districts “modernize” their educational 
processes. Marketing for these platforms portrays them as “innovative” and future-oriented, 
providing the infrastructure schools need to streamline and personalize instruction, close 
“gaps” in student access to technology, and meet evolving college-and-career readiness ex-
pectations.36 School and district leaders under pressure to improve the quality of the educa-
tion they offer by modernizing it—as well as teachers eager to engage students and support 
achievement—may find these claims especially compelling. For these reasons, some of the 
most popular platforms are learning management systems that provide a central hub to co-
ordinate a variety of tasks for students, teachers, administrators, and families (i.e., course 
management, curriculum delivery, grading, data reporting, and communication). Others 
provide curriculum and assessment supports, especially those that promise to engage stu-
dent interest through gamification and personalization and to provide actionable data for 
teachers and administrators. Concerns remain, however, about the risks involved in rely-
ing on and exposing students to digital platforms. And digital platforms raise pedagogical, 
logistical, and ethical challenges for educational leaders and teachers who are considering 
adopting them. 

Pedagogical Challenges: No Evidence of Improved Learning

Overall, research has not supported the common-sense presumption that digital approach-
es to schooling are better than non-digital alternatives.37 At the broadest level, widespread 
computer use in education has been found to be associated with lower student achievement. 
In the United States, scores on the National Assessment of Educational Progress (NAEP) 
began deteriorating in 2012,38 when many schools began providing individual digital de-
vices to students. Internationally, the Organisation for Economic Co-operation and Devel-
opment (OECD) reported declines in student reading performance “in countries where it 
is more common for students to use the Internet at school for schoolwork.”39 In 2023 the 
OECD found that while an hour or less of computer-based learning was associated with 
higher math scores on the 2022 Programme for International Student Assessment (PISA 
exam) compared to no computer-based learning, that effect disappeared and then reversed 
as screen-time increased.40 

Moreover, there is little evidence that digital platforms, in particular, improve teaching and 
learning. A 2023 UNESCO report attributes this dearth of evidence to the rapid pace of 
technological development, with ed tech products changing, on average, every 36 months.41 
Although “personalized learning” continues to be widely touted, evidence does not support 
claims that it increases student achievement.42 The RAND Corporation’s extensive study of 
schools that adopted personalized learning practices schoolwide was inconclusive.43 Summit 
Public Schools, a charter school organization that disseminated a blended learning program 
to nearly 400 U.S. schools by 2018, could not substantiate its claims that the program led 
to academic success.44 A 2019 study of five Elizabeth, NJ schools that adopted the program 
“Teach to One: Math” found no clear evidence of the platform’s positive effect on student 
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math performance.45 Studies conducted or sponsored by ed tech companies about their own 
products typically lack credibility and rarely stand up to scrutiny. 46,47 Researchers also ques-
tion the implications of “datafying” pedagogy, such that things computers can measure (e.g., 
response times) become the metrics schools value.48 Others argue that teachers better en-
gage students by recognizing their personhood within communities of learning rather than 
isolating them in individualized digital tasks.49 

In addition to the lack of evidence that digital platforms improve learning, schools face con-
siderable logistical challenges in adopting them.

Logistical Challenges: Compatibility, Interoperability, Maintenance 
Costs

One logistical challenge is the compatibility of new platform technologies with existing in-
formation technology (IT) infrastructure. Many schools operate with aging hardware, lim-
ited bandwidth, or legacy software systems that cannot support the latest cloud-based ap-
plications.50 As a result, districts must often choose between investing in costly upgrades or 
limiting their platform adoption. Increasingly, the pressure to “modernize” education has 
skewed such decisions toward technological procurement: As state assessments and com-
mercial exams (e.g., the SAT, Advanced Placement tests) transition to adaptive online for-
mats, districts have little choice but to keep pace, allocating funds to purchase (and replace) 
laptops and tablets, and expand their broadband capacity and data storage.51

A related challenge pertains to “interoperability.” As districts accumulate platforms for 
learning management, assessment, and communication, they often discover these systems 
cannot “interoperate,” or share data and function cohesively with one another. Recent U.S. 
National Education Technology Plans have thus emphasized the importance of interoper-
ability in district and school ed tech adoption.52 However, this demand for interoperabil-
ity creates new challenges, leading educators to prioritize the procurement of integrated 
software ecosystems rather than selecting the most pedagogically appropriate platforms for 
their instructional or administrative needs. Moreover, it can force schools to cede such de-
cisions to platform providers themselves. A district that adopts Google Chromebooks, for 
example, may find itself unable to use desired applications, not due to technical incompati-
bility, but because they are not included in Google’s proprietary “marketplace.”53 

One important difference between past and present ed tech has been the shift to subscrip-
tion-based funding. When computers first entered classrooms, schools owned the software 
they used. By contrast, today’s “software as a service” (SaaS) approach allows vendors to 
provide software platforms over the internet, on demand and on a subscription basis.54 It 
also allows them to manage, maintain, and update the software as needed.55 While this frees 
subscribers from needing to purchase updates, it also ties them to paying “rent” to continue 
using the software and reduces their control over updates.56 Terms of service and privacy 
policies for SaaS applications often warn that if the vendor changes any policies or features, 
subscribers provide de facto consent by continuing to use the service—or they must stop us-
ing it.57 Schools face difficult choices when this happens, as they did when Google changed 
its storage limits in 2023 and began charging for previously free services. If they did not 
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want to pay, districts that had invested substantial time, energy, and money transitioning 
to Google’s Workspace for Education, cloud storage, and Chromebooks faced equally costly 
transitions to alternatives.

Unlike traditional one-time purchases, subscription-based SaaS models create recurring fis-
cal obligations for districts, transforming capital expenditures into operational costs that 
strain already limited budgets.58 And because platforms continuously update their features, 
interfaces, and functionality, often with minimal notice or consideration for academic cal-
endars, they require constant attention from IT staff to maintain system functionality. This 
creates burdens to continually retrain educators, troubleshoot technical issues, and recon-
figure integrations with other systems, depending on the scope of platform updates. Over 
time, districts can find themselves locked into using particular platforms not because they 
are superior, but because sunk financial and labor costs create prohibitively high barriers to 
switching—even when better alternatives emerge.59

Ethical Challenges: Privacy, Algorithmic Bias, Psychological and Health 
Harms

Ethical concerns related to ed tech platforms involve both developers’ deliberate choices 
and the sometimes unintended results of those choices. First, businesses choose which data 
their platforms collect from students, and how to use that data.60 Many states have adopted 
policies exempting platforms that claim to “personalize” learning from restrictions on data 
collection designed to protect student privacy.61 Because student data is necessary for plat-
forms to generate “personalized” outputs, this exemption creates a loophole for providers to 
use the data they harvest for commercial purposes, such as software development and mar-
keting. Also, rather than safeguarding “student data” in general, state and federal laws only 
protect “personally identifying” data while allowing ed tech providers to use “de-identified” 
information for their own purposes—again, including marketing and product development.62 

Beyond privacy, algorithmic systems introduce additional ethical risks—as is evidenced by 
a substantial and growing body of research.63 Facial recognition systems, for example, iden-
tify Black faces less accurately than White faces. When used to verify student identity for 
testing purposes, such systems sometimes fail to recognize Black students.64 Artificial intel-
ligence (AI) models, in particular, incorporate biases from their training data that transfer 
to their educational applications.65 For example, Turnitin’s plagiarism-detection products 
claim to identify AI-generated text.66 However, the hurried integration of AI detectors into 
such products in 2023 led to a surge in false accusations of cheating.67 Such accusations dis-
proportionately affect non-native English speakers, who tend to write in simpler sentences 
that AI flags as suspicious.68 Similarly, automatic essay-grading algorithms used in many 
states tend to reward sophisticated language and structure, regardless of the quality of an 
essay’s content.69 

A 2025 Georgetown University study of AI platforms that generate automated Individual-
ized Education Plans (IEPs) found that the platforms offered different recommendations for 
students based on their gender, even when everything else about the students was the same. 
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Schools that adopt such biased recommendations may violate state laws.70

Health impacts are also an ethical concern. Guidelines from the American Academy of Pedi-
atrics and American Psychological Association advise limiting social media use but generally 
ignore technology use in schools.71,72 This carve-out for education is questionable, especially 
as students use classroom collaboration platforms like Google Docs to chat and gossip, and 
YouTube to watch non-assigned videos.73 YouTube, a Google application, is one of the most 
ubiquitous platforms used in schools.74 Its algorithms, like those of social media platforms, 
have been demonstrated to quickly recommend content that promotes depression, body 
dysmorphia, eating disorders, and excessive exercise.75 Excessive screen use—whether for 
educational or non-educational purposes—has also been linked to physical effects including 
myopia, poor posture, and musculoskeletal injury.76

IV. Recent Developments: COVID-19  
and Artificial Intelligence

The COVID-19 pandemic accelerated a transformation in schools’ relationship with digital 
technologies that was already underway. If they hesitated before, many school leaders sud-
denly felt they had no choice but to adopt digital learning while their schools were physically 
closed.77 Technology industry leaders promoted the idea that the pandemic was an opportu-
nity to reimagine education and that this would inevitably institute a “new normal.”78 They 
also funded and promoted the realization of this vision.79,80 Researchers Ben Williamson 
and Anna Hogan tracked the free or heavily subsidized arrangements schools entered into 
with Google and Microsoft during the lockdowns and warned that these attachments would 
be hard to sever once the pandemic receded.81 Since then, the scale of platform adoption 
has been staggering. Outside of Google and Microsoft’s offerings, thousands of products are 
now available to schools. HolonIQ selected its top 1,000 ed tech start-up companies from 
10,000 nominations.82 The Learn Platform, a subsidiary of Instructure, found that the 436 
districts it studied used, on average, over 2,700 distinct ed tech products during the 2023-
2024 school year.83 

Just three years after the onset of the pandemic, OpenAI released its generative artificial 
intelligence (AI) chatbot, ChatGPT, introducing another wave of disruption. Much early de-
cision-making about generative AI in schools revolved around whether to let students use 
chatbots. More significantly, ed tech providers began incorporating generative AI into new 
and existing products to support both instructional and administrative tasks (many prod-
ucts, such as adaptive learning platforms, had already incorporated predictive AI).84 Now, 
schools and districts may (1) choose to adopt AI platforms (e.g., MagicSchool, Khanmigo); 
(2) encounter AI as optional features in platforms they already use (e.g., Google, Kahoot!), or 
(3) be forced to use AI as companies incorporate it into their platforms (e.g., PowerSchool). 
“Big Tech” companies already established in education now increasingly fold proprietary, 
competing, large language models (LLMs) into their services.85 In July 2025, the American 
Federation of Teachers (AFT), Microsoft, OpenAI, and Anthropic announced their joint cre-
ation of a “National Academy for AI Instruction” to offer “free AI training and curriculum for 
all 1.8 million members of the AFT, starting with K–12 educators.”86
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Districts and states are increasingly trying to provide guidance for the use of AI in educa-
tion, but its integration into platforms used in schools is moving faster than they can re-
spond. According to a RAND Corporation survey, 25 percent of teachers and 60 percent of 
principals reported knowingly using AI in the 2023-2024 school year. Of the principals, only 
18 percent reported that their schools or districts already provided resources to teachers, 
staff, or students on AI use in 2023-2024, and 23 percent reported that their schools or dis-
tricts were in the process of creating policies.87 By December 2024, another RAND survey of 
districts found that 48% of them reported offering some AI training for teachers.88 In 2023, 
only 13 states had provided or planned to provide AI guidance to districts.89 By 2025, that 
number had jumped to 28.90 New state guidance is likely to follow the lead set by the federal 
government.91

At the federal level, policy has shifted to actively promote AI adoption. In April 2025, Pres-
ident Trump released an executive order establishing U.S. policy 

to promote AI literacy and proficiency among Americans by promoting the appropriate inte-
gration of AI into education, providing comprehensive AI training for educators, and foster-
ing early exposure to AI concepts and technology to develop an AI-ready workforce and the 
next generation of American AI innovators.92 

The order established an “Artificial Intelligence Task Force” and laid out plans to encourage 
public-private partnerships to advance students’ and teachers’ AI usage, provide teacher 
training, prioritize research on applications of AI in education, and promote student ap-
prenticeships in “AI-related occupations.” It instructed the Task Force and federal agencies 
to prioritize funding these initiatives.93,94 As of June 30, 2025, 68 primarily commercial 
entities promised to support the Trump administration’s efforts by signing onto the White 
House Office of Science and Technology Policy’s “Pledge to America’s Youth: Investing in AI 
Education.”95 In July 2025, the U.S. Department of Education issued guidance encouraging 
schools to adopt AI applications in their teaching, learning, and administrative practices.

V. Discussion and Analysis: An Ecosystem  
Beholden to Corporate Interests

The combination of enthusiasm for and concerns about digital platforms in education can 
confound educators and school leaders. The perceived benefits and costs of a given platform 
are often two sides of the same coin. For example, the intensive data collection and process-
ing that enable platforms to provide reports for optimizing teaching and learning also in-
crease risks related to privacy and bias. Further, the strong imperative for schools to not fall 
behind the curve of “innovation,”96 along with the sunk costs associated with ed tech adop-
tion, increase educators’ tolerance for platforms’ drawbacks. Even egregious missteps by 
providers (such as the unauthorized use of, or failure to adequately protect, student data,97 
or AI-generated errors in the material presented to students98) do not necessarily dissuade 
schools from continuing to use a platform that promises benefits.99 

In many cases, the downsides for schools of ceding their autonomy to platforms are difficult 
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to detect or easy to overlook. Examples include the excessive collection or unauthorized use 
of student data, bias in automated decision-making systems, and reports of student learning 
that ignore outcomes not easily measured by a computer. Meanwhile, benefits, such as sim-
plification of grading and generation of shareable student data reports, are more immediate 
and visible. 

To illustrate the challenges the research literature identifies, we examined a few popular 
platforms that offer a range of services that schools typically look for: learning manage-
ment, curriculum and instruction, and assessment. Google’s Workspace for Education,100 an 
all-purpose learning management system (LMS), provides essential infrastructure; a com-
munication interface between home and school; and a variety of additional services, such as 
search and YouTube. It also provides Google’s Gemini (AI) as a core service in its Education 
Standard and Plus editions.101 Kahoot!’s102 platform for instruction and assessment features 
gamified learning of academic content; assessment; an AI “question generator”; and IBM 
SkillsBuild gamified quizzes (called “kahoots”). Zearn’s103 math content-area learning and 
assessment offers standards-based math curriculum; classroom- and school-level data an-
alytics reports; and gamification. (See the Appendix for more detail about these products.) 
We chose these platforms as examples because of their popularity and the wide range of 
features they offer. The challenges they illustrate also characterize, to varying degrees, any 
of the platforms currently on the market. 

Moving From “Tools” to “Ecosystems”

The relentless marketing and serious challenges outlined above complicate the com-
mon-sense understanding of ed tech platforms as “tools” that teachers or schools adopt for 
specific, self-contained purposes. Rather, these platforms function as complex “ecosystems” 
that integrate competing interests and imperatives into the instructional, learning, and ad-
ministrative activities they facilitate.104 The promised potentials of platforms to modernize 
education cannot be separated from their negative potentials to tether schools to the profit 
motives and design decisions of their owners. This is because, at their core, platforms seek 
to serve what economists call “multi-sided markets.”105 Administrators, teachers, and stu-
dents may perceive themselves to be the primary “market” for ed tech platforms, but the 
platforms themselves are also beholden to the interests of advertisers, data brokers, inves-
tors, and their own developmental needs. 

This multi-sided nature creates inherent tensions. The same platform that delivers curricular 
materials to students also harvests their usage patterns, performance data, and engagement 
metrics—all of which become valuable assets that platform owners can leverage to enhance 
their own products, reinforce their market advantages, or monetize through third-party data 
sharing, often without the knowledge or consent of students, families, or educators.106 Such 
dynamics distinguish platforms from traditional ed tech tools, like graphing calculators or 
overhead projectors, which served a single purpose once purchased.

This ecological perspective reveals how platforms operate across multiple dimensions si-
multaneously. At the most visible level, ed tech platforms have recognizable uses for admin-
istration, instruction, assessment, and communication. But beneath this surface is a deeper 
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level of technical architectures—code, data, algorithms, interfaces, hardware—that shape 
what kinds of usage are possible. Further, this technical dimension is governed by an even 
deeper level of political-economic relations: the ownership structures, commercial imper-
atives, and material resources that power the platform’s operations.107 For educators and 
leaders, understanding platforms from this ecological perspective means moving beyond 
questions of tool selection (“What’s the best app for assessing writing?”) and tool manage-
ment (“How do I prevent students from misusing this platform?”). Instead, it invites careful 
consideration of how platform ecosystems work, and for whom: What values are embedded 
in their design? What fiscal and human resources do they require to function? What are the 
wider implications of integrating them into school communities? 

Transparency and Alignment

While ed tech platforms often promise to increase transparency in education by providing 
more data about what is happening in schools,108 in practice, these expanded data processes 
can simultaneously diminish other forms of transparency—including those necessary for 
determining the quality and purpose of the data being collected and its alignment with the 
school’s larger educational goals and values. Studies have shown, for instance, that the vol-
ume of data that platform technologies make available can be overwhelming for administra-
tors and teachers to make sense of—much less to meaningfully inform their decision-mak-
ing.109 At a certain point of saturation, data may mystify, rather than clarify, what educators 
should pay attention to, or how they ought to define or respond to a given problem.110 This 
contradicts platform providers’ claims about making teaching and learning more transpar-
ent through data technologies.

Further complicating the notion of transparency, the “black box” nature of ed tech plat-
forms means that not only can platforms’ visible data cloud educators’ judgments, but the 
technical processes that produce this data in the first place are obscured from view. This 
leaves educators unable to examine whether platforms’ data gathering and analysis actually 
support their stated aims. For example, when Zearn advertises that its curriculum is “stan-
dards aligned,” administrators and teachers cannot determine the quality or degree of this 
alignment. Zearn’s website provides a state-by-state breakdown of the standards its product 
covers111 and markets itself as capable of replacing, not just supplementing, a comprehensive 
K–8 mathematics curriculum.112 Yet the adaptive data processes that determine how content 
is sequenced, how students are assessed, and how “mastery” is determined are hidden in the 
platform ecosystem’s technical dimension. 

While curricular alignment has always been challenging to measure,113 established methods 
exist for evaluating the content of textbooks and print-based materials.114 However, when the 
content of the curriculum exists only in a dataset, beneath a screen and cloaked in intellectu-
al property protections and algorithmic inscrutability, such evaluations become impossible. 
Platforms that incorporate artificial intelligence are particularly opaque, as the mathemati-
cal calculations embedded in them are unknowable even to their own developers.115 Schools 
paradoxically find themselves with more data than ever, but less context for understanding 
where it comes from, what it means, and whether it measures what educators intend.

http://nepc.colorado.edu/publication/digital-platforms 15 of 60



Ed tech platforms’ “alignment” issues also extend beyond standards to their fit with local ed-
ucational values and community needs. Research has shown that the individualized learning 
experiences promoted by many platforms—i.e., those emphasizing skill acquisition through 
targeted, independent practice—can undermine education centered on collaborative knowl-
edge construction and social development.116 When platforms like Zearn promote “person-
alized learning,” they implicitly advance a vision of education as something individual and 
linear. 

Alluring as this vision may be from a standpoint of efficiency and individual achievement, 
it may sit uneasily alongside schools’ commitments to cultivating creative problem-solving 
and democratic participation.117 By embedding these value judgments in technical systems, 
rather than deliberative processes that involve educators and community members, ed tech 
platforms subtly shift educational authority from public institutions to private companies. 
This represents another transparency issue—not just about what data means, or how it aligns 
to standards, but whose vision of education is being realized in classrooms.118 If schools clar-
ify their own vision before seeking ed tech platforms, they can “shop smart” by evaluating 
whether potential platforms support rather than undermine their goals. 

Governance and Autonomy

As the previous section illustrates, ed tech platforms create vulnerabilities for schools by 
binding them to decisions made by private companies and facilitated by technical processes 
that are unaccountable to educational institutions or the publics they serve. This arrange-
ment has significant implications for school governance and autonomy. 

The multi-sided market structure of ed tech platforms ensures that the instructional needs 
of administrators and teachers are always moderated by the commercial needs of platform 
providers themselves.119 This creates a troubling power asymmetry, where schools are per-
petually subject to the whims of the platform companies on which they rely.120 In 2023, for 
instance, when Google changed its storage limits and began charging for previously free re-
sources, many higher education institutions scrambled for funds and data storage to main-
tain critical services, such as university email systems.121 While many K–12 districts were 
unaffected by this particular change, it nevertheless illustrates the precarious position of 
platform-dependent schools.122 If, tomorrow, Google decided that Workspace for Education 
no longer aligned with its strategic priorities, and it chose to discontinue the program as it 
has for previous popular services,123 very few U.S. districts would not be impacted. Such sce-
narios highlight how the proliferation of platforms in schools can encroach on the autonomy 
of public education as an institution.

Governance challenges like these call for robust policy guardrails and regulatory frame-
works to assure transparency, vetting, and regular auditing of platforms used in schools. 
Without them, administration and instruction become increasingly vulnerable to unilater-
al decisions by private platform providers whose primary accountability is not to schools 
or students, but to investors. Several approaches have proved promising in this regard. In 
the U.S., some districts have developed technology policies to strengthen their negotiating 
positions with providers.124 National school systems (e.g., the Netherlands) have used legal 
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pressure to limit the influence of platform providers such as Google in their schools.125 These 
examples demonstrate that, while not without difficulties, reclaiming educational autonomy 
is possible through concerted policy action. 

Surveillance and Privacy

Like their pedagogical and data-analytical practices, platform providers’ privacy practices 
are also hard to pin down. This is because the legal documents that govern these practices 
omit important information, contain vague or misleading language, and sometimes contain 
so much information that it becomes difficult, if not impossible, to know what companies’ 
policies actually are. Of our three sample platforms, Zearn has the simplest documentation: 
It posts a privacy policy and terms of service on its website, and provides a Data Protection 
Addendum (DPA) when districts contract for its services.126 Kahoot! has a “Trust Center” 
on its website that lists 21 documents, including a “privacy notice” and a Data Processing 
Agreement.127 Google provides no clear listing of documents containing privacy-relevant 
policies and no simple way to find them (see Appendix).128 Many of Google’s documents are 
undated, obscuring updates. Parents and teachers likely do not understand the complexities 
of how Google handles children’s data. The Cheyenne Mountain School District (Colorado 
Springs, CO) Google FAQs page, for example, simply reassures readers that Google and the 
district comply with federal privacy law and that ads are turned off.129 

None of our sample platforms present paid ads to child users. However, their data use, re-
tention, and deletion practices are unclear. Partly, this is because their privacy policies, con-
sistent with federal and state law, reserve protections for “personally identifiable” data.130 
They contain provisions that allow providers to “de-identify” the data and continue using it 
in its de-identified form.131 Because de-identified data can be easily re-identified,132 privacy 
policies also promise to not re-identify it. Without oversight, however, these are only prom-
ises—particularly as data changes hands between subcontractors, partner companies, and 
others.133 And despite claims that student data will be used only for the purposes for which 
it is collected, de-identification provides a legal means for it to be used in perpetuity for 
unspecified commercial purposes including product development and marketing.134 Indeed, 
one of the most valuable uses of such data for platform providers, highly promoted by in-
vestors, is incorporating it into the development of new features that can be marketed back 
to schools to reinforce their competitive advantage. In 2020, for instance, Zearn expanded 
its curriculum offerings to include an intervention program.135 It is also unclear, now in the 
age of artificial intelligence (AI), whether student data is used to train AI models such as 
Google’s Gemini.

Upon careful reading, the retention periods and deletion practices described in privacy pol-
icies are often vague. For example, Kahoot! “retain[s] Personal Information where we have 
an ongoing legitimate business or legal obligation to do so”136—suggesting no clear end date. 
Its Privacy Notice says it will either “permanently delete or destroy the relevant Personal 
Information; or anonymize the relevant Personal Information.”137 It does not specify how 
the company determines which to do, or what “permanently delete” or “destroy” actually 
means.138 Zearn’s Data Protection Addendum promises that the organization “securely de-
letes” data upon schools’ request and requires its subcontractors to do the same.139 However, 
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it defines secure deletion as anonymization (not “deletion” as most people understand the 
term).140 

In theory, districts negotiate contracts with ed tech providers, and providers collect and 
process student data as designated “school officials” under direct control of schools.141 In 
practice, schools and districts typically lack the personnel, expertise, and power to clarify 
every contract clause and negotiate effectively with providers. They cannot legally examine, 
much less control, the programming of ed tech platforms that process student data. In many 
cases, they may adopt platforms via “click-through” agreements without any negotiation. As 
a matter of practice, Google dictates terms and conditions to districts. Denmark’s negotia-
tions to force Google to comply with European law were an exception—noteworthy because 
compliance with the law should be a basic requirement for doing business, but also because 
a national agency had to intervene when an individual municipality could not enforce com-
pliance And even so, the outcome was negotiated rather than determined by the national 
agency. Smaller providers such as Kahoot! and Zearn may be more likely to negotiate with 
districts that demand concessions and specifics (such as data retention periods and deletion 
practices) in their contracts.142 Smaller and poorer districts may have less power to negotiate 
than larger or wealthier districts. 

Many districts rely on privacy policies offered by providers, and on providers’ signatures 
on the Student Privacy Pledge. These are insufficient without oversight and accountability. 
Google, in particular, has been repeatedly accused of violating students’ privacy by extract-
ing their data and using it without consent for undisclosed commercial purposes.143 Indi-
viduals may file complaints with the U.S. Department of Education (USDOE) for violations 
of the Family Educational Rights and Privacy Act (FERPA) or with the Federal Trade Com-
mission (FTC) for violations of the Student Privacy Pledge. However, the USDOE has not 
acted on complaints about privacy violations.144 The Student Privacy Pledge, which also had 
not been enforced, was archived in 2025.145 Similarly, state laws provide little oversight of 
providers’ compliance and contain multiple loopholes that prevent them from adequately 
protecting student data. Districts can band together in consortia to increase their negotiat-
ing power with providers.146 Even more helpful would be robust state policy that supports 
districts by closing loopholes and providing oversight to ensure transparency and compli-
ance from providers.

Policy to Support Schools’ Missions

Given the challenges associated with digital platforms, schools and districts would best 
serve their communities by limiting ed tech adoption and establishing rigorous review pro-
cedures. This requires a proactive process for schools to clearly articulate their own needs, 
values, and goals, and to determine whether these are supported or undermined by digital 
platforms—or whether they might be best achieved through nondigital means.147,148 This ap-
proach can buffer decision-makers from relentless marketing and enable them to adopt only 
those platforms that support their self-determined aims. 

Furthermore, school leaders need higher-level policy support as a backstop against the neg-
ative consequences of ed tech. Federal policy, in particular, currently promotes artificial in-
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telligence (AI) as a means of modernizing education and creating a 21st-century workforce, 
and encourages states to follow suit. AI, however, amplifies the concerns identified in this 
brief, and schools may well want to limit their engagement with it.149 More generally, high-
er-level guidance, oversight, and regulation could strengthen decision-making by teachers, 
principals, and district administrators. Shared policy templates and guidelines could support 
educators in developing local policies without each school needing to do so from scratch. If 
states took responsibility for verifying and approving the quality of platforms approved for 
school use, they would free districts of the expense and effort required to vet platforms and 
negotiate with providers, reduce inequities among districts, and leverage the power of the 
state to ensure the quality and safety of the platforms used by their students.

VI. Recommendations

To enable schools to make the best choices for themselves regarding digital educational 
platforms, we recommend that:

Teachers and Educational Leaders:

•	 Limit educational screen time, particularly for young students.

•	 Clearly articulate the pedagogical values, goals, and practices they seek to achieve.

•	 Use these criteria as a standard by which to evaluate any digital platform considered 
for adoption.

State Policymakers:

•	 Establish an independent government entity charged with ensuring the quality of all 
digital educational platforms to be used in schools, including platforms incorporating 
artificial intelligence (AI). 

•	 Charge this entity with reviewing and approving the pedagogy and programming of 
platforms, before their implementation and periodically thereafter. 

•	 Require that platforms’ programming be transparent and amenable to review.

•	 Create standardized contract templates that include mandatory clauses to protect stu-
dent data, including by establishing mandatory deletion timelines, requiring plain-lan-
guage privacy policies and regular third-party audits of data practices, prohibiting 
unilateral changes to terms of service mid-contract, and guaranteeing data portability 
when services are discontinued or districts change providers.

•	 Adopt regulations prohibiting schools from using any technology, including AI mod-
els, whose workings are not transparent to state regulators, unless they provide a 
well-developed rationale for why this technology is the only way to achieve a clearly 
defined and valid school purpose.
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Federal and State Policymakers:

•	 Stop uncritically promoting AI, which amplifies threats associated with digital edu-
cational platforms, as a way to transform and modernize schools’ pedagogical and 
administrative practices.
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Appendix

To illustrate the challenges the research literature identifies, we examined a few popular plat-
forms that offer a range of services that schools typically look for: learning management, cur-
riculum and instruction, and assessment. Google’s Workspace for Education,1 an all-purpose 
learning management system (LMS), provides essential infrastructure; a communication in-
terface between home and school; and a variety of additional services, such as search and You-
Tube. It also provides Google’s Gemini artificial intelligence (AI) as a core service in its Educa-
tion Standard and Plus editions.2 Kahoot!’s 3 platform for instruction and assessment features 
gamified learning of academic content in the form of quizzes, called “kahoots”; assessment; 
and artificial intelligence features including an AI “question generator” and IBM SkillsBuild4 
gamified quizzes. Zearn’s5 math content-area learning and assessment offers standards-based 
math curriculum; classroom- and school-level data analytics reports; and gamification. We 
chose these platforms as examples because of their popularity and the wide range of features 
they offer. The challenges they illustrate also characterize, to varying degrees, any of the plat-
forms currently on the market. 

Transparency and Alignment

Does the platform provide evidence of its instructional effectiveness?

Google

No. Google makes no specific claims about improving learning outcomes through its Work-
space for Education. The company’s educational materials focus on descriptions of product 
features and guidance for implementation rather than evidence of efficacy.6 No independent, 
peer-reviewed research demonstrates that Google Workspace for Education improves student 
achievement compared to non-digital alternatives.7

Kahoot!

Questionable. Kahoot!’s evidence base relies heavily on teacher testimonials rather than rig-
orous studies of learning outcomes.8 The platform’s promotional materials regularly use “en-
gagement” and “learning” interchangeably without specifying how the former translates into 
the latter.9 While some independent studies have found positive effects from the use of Kahoot! 
in classrooms, the majority of these were located in higher education settings and measured 
only short-term retention, making the generalizability of their findings for long-term improve-
ments in K–12 schools questionable.10

Zearn

No. Zearn publishes “efficacy reports” as evidence of its product’s effectiveness; however, these 
reports lack a transparent methodology, and they have not been subject to peer-review or inde-
pendent verification.11 The company’s studies typically compare students who use Zearn more 
frequently with those who use it less, without accounting for selection bias or teacher effects.12 
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No independent, peer-reviewed studies have validated Zearn’s claims about improved math-
ematics achievement.

Does the platform communicate the educational philosophies, methods, 
and supporting research that guide its design?

Google

No. Google Workspace for Education does not articulate an explicit educational philosophy. 
Marketing materials emphasize “collaboration,” “productivity,” and “21st-century skills,” 
but do not define these concepts or their pedagogical foundations.13 While Google describes 
its AI tools, like Gemini, as innovations for teaching and learning, it does not provide any 
public explanation of the instructional theory or research base informing the design or ap-
plication of these products in schools.14

Kahoot!

Questionable. Kahoot! is transparent about its underlying philosophy of “gamification,” 
openly marketing itself as providing engagement through “play” and “competition.”15 Its 
website and promotional materials do not reference or respond to prior research that has 
questioned the pedagogical value of extrinsic motivation through gaming.16 The platform’s 
recent AI integrations also lack a clear pedagogical justification beyond general claims of 
“efficiency.”17

Zearn

No. Zearn describes its approach as “research-based”; however, it provides few specifics 
about the scientific research that informs its design.18 The platform’s promotional materials 
reference popular concepts like “growth mindset,” but they do not elaborate on how this 
concept figures into Zearn’s design of curriculum or personalized learning progressions.19

Can educators evaluate the quality and appropriateness of the platform’s 
content, or its alignment to local curricular standards and instructional 
goals?

Google

Partially. As a multipurpose suite of resources,20 not an explicit curriculum, Google Work-
space for Education’s appropriateness depends, in part, on how educators use it—what con-
tent they upload to it, and what tasks they assign to students. But several important facets 
of the platform’s design are opaque to educators, including the algorithmic decision-making 
that drives its search results and YouTube recommendations.21 The recent integration of 
Gemini AI introduces an additional layer of inscrutability, as educators cannot examine how 
the AI generates responses or whether its outputs are aligned with local educational goals.22

Kahoot!

Partially. Educators can review and create individual quiz questions but cannot evaluate 
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Kahoot!’s underlying assessment validity or reliability. The scoring algorithms, engagement 
metrics, and methods for determining “mastery” of content are proprietary and inaccessible 
to teachers and administrators.23 While Kahoot! allows teachers to use its services to align 
their created content with local standards, the platform provides no transparency for how 
its gamification mechanics or AI-generated questions support specific learning objectives.

Zearn

No. Although Zearn markets itself as providing a comprehensive, standards-aligned K–8 
mathematics curriculum, it provides no way for educators to review its complete curriculum 
in detail.24 The platform offers documentation to show that it meets local standards in each 
U.S. state, but the software prevents independent evaluation of lesson quality, problem sets, 
or instructional sequences.25 Most critically, the adaptive algorithms that determine student 
pathways, prerequisites, and readiness for advancement are “black boxed,” making it impos-
sible for educators to assess whether these decisions align with district instructional goals 
or individual student needs.26

Governance and Autonomy

Does the platform allow schools to maintain control over educational 
content and product functionality?

Google

Partially. As a platform that provides “infrastructure” rather than curriculum, Google Work-
space for Education allows educators to create and share their own content through its ser-
vices. However, Google maintains control over platform functionality, design decisions, and 
content moderation (e.g., algorithmic recommendations on its YouTube service).27 Schools 
cannot access or modify the platform’s proprietary code, nor influence systemwide changes, 
such as the integration of Gemini AI into products and services.28Also, as an “infrastruc-
ture,” Google’s ecosystem may create compatibility constraints, where schools are not able 
to use preferred applications or resources that do not integrate with Google’s technical stan-
dards.29

Kahoot!

Partially. Educators can create quiz content and customize select default settings (e.g., scor-
ing mechanisms, time constraints),30 but they cannot modify core features of the platform or 
its fundamental orientation toward “gamified” learning. Kahoot! also integrates and actively 
markets features like “AI question generation”31 and packaged programs like its collabora-
tion with IBM SkillsBuild 32—developments that shift the locus of authority over classroom 
content toward automated systems and third-party providers.

Zearn

No. Zearn develops and updates its curricular content and learning progressions internally. 
Educators may adjust the pacing and sequencing of lessons, but they cannot modify the con-
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tent of lessons or change how the platform defines and assesses mastery.33 Nor are they privy 
to the algorithmic decision-making that structures how students’ learning progressions are 
“personalized.” While schools have the option to implement Zearn as a supplement to, rath-
er than a replacement for, its K–8 math curriculum, the company does advertise itself as a 
comprehensive curricular resource34—a form of adoption that effectively outsources math 
curriculum decisions to the platform.

How much control do education customers have when the platform up-
dates its features or modifies its terms of service?

Google

Very little. Schools have minimal authority over updates to Google Workspace for Educa-
tion. While administrators can configure certain settings through the Admin Console, they 
cannot refuse or delay core service modifications. Google’s terms specify that the company 
may make “commercially reasonable changes” to its products, with the stipulation that it 
notify customers at least 12 months before discontinuing any core service.35 However, even 
this stipulation has exceptions, as Google’s terms state that it does not limit the company’s 
“ability to make changes required to avoid a substantial economic or material technical bur-
den.”36 They are also clear that continued use of Google products constitutes consent to any 
updates or modifications.37 

Kahoot!

None. Kahoot!’s Terms and Conditions explicitly reserve the company’s right to modify terms 
“from time to time,” with user notification through email or in-app alerts.38 The agreement 
also states that “continued use of the Services after such changes will constitute acknowl-
edgement and agreement of the modified Terms.”39 Kahoot! also retains the right to change 
its Acceptable Use Policy “at any time without notice.”40

Zearn

None. Zearn operates under standard Software-as-a-Service terms that grant the company 
broad modification rights. All platform updates, including changes to the curriculum and 
algorithmic recommendations, are controlled by Zearn, and continued access and use of its 
services “constitutes [a user’s] acceptance of those changes.”41 For schools using Zearn as 
their primary curriculum, this can create vulnerabilities, as mid-year changes have potential 
to disrupt instruction with limited recourse for educators.42 

How much leverage do educational customers have to negotiate contracts 
or influence the governance of the platform?

Google

Very little. Individual schools and all but the largest districts lack meaningful negotiating 
power with Google. The platform operates through standardized terms, applied uniformly 
across educational institutions—albeit with some variation by country to maintain compli-
ance with local laws.43 Only coordinated, high-level interventions have successfully influ-

http://nepc.colorado.edu/publication/digital-platforms 47 of 60



enced Google’s practices, as demonstrated in Denmark’s multi-year negotiation over data 
protections—an effort that required substantial government backing and still applied only 
narrowly within its specific jurisdiction.44

Kahoot!

Limited to data practices for large districts. Individual schools or those using free/basic 
tiers have little to no leverage to negotiate. As a midsized platform, Kahoot! may negotiate 
specific contract provisions with large districts, particularly regarding data retention and 
deletion practices.45 However, its platform functionality, pedagogical approach, and most 
other terms of service would be unlikely to be affected. 

Zearn

Limited to data and service terms. Zearn demonstrates some flexibility in contract negoti-
ations at the district level, particularly as they relate to data protections. Its Terms of Use 
include accommodations to ensure that the platform’s data practices are compliant with 
variations in U.S. state laws.46 However, this flexibility appears to extend only to data secu-
rity and service terms, not to curriculum content, pedagogical methods, or platform func-
tionality.

Surveillance and Privacy

Are the privacy protections associated with the product (number of rele-
vant documents, ease of finding relevant documents, clarity of language 
and policies, etc.) clear to parents and school employees?

Google 

No. The Google Cloud Terms Directory47 lists nine Terms of Service Documents and policies 
governing the company’s relationships with education customers. To find them, a school 
employee or parent would have to know that the “Terms Directory” is the place to look for 
these documents, rather than a more obvious place like the Google Workspace for Education 
Privacy Notice.48 Other documents are linked within these documents, such that the only 
way to uncover all the relevant documents is to pore through the full collection. There is no 
clear listing of all the documents that contain privacy-relevant policies. 

Kahoot! 

No. Kahoot!’s Trust Center49 provides a total of 21 documents including privacy documents 
(Cookie Notice,50 Data Processing Agreement,51 Privacy Notice52), legal documents (Terms 
& Conditions53 and Master Service Agreement), descriptions of security practices, and other 
content that may or may not impact a user’s data privacy. All the relevant documents appear 
to exist on that single page, but a parent or school employee would need to know to look 
there rather than, for example, at just the privacy notice linked at the bottom of the website 
homepage.

Kahoot!’s March 12, 2025, version of its privacy notice combined what had been two sepa-
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rate documents: a general privacy notice and a student-specific one. This new policy is long 
and hard to parse. For example, if a parent or school employee looks up the policy’s Section 
3 on Use of Personal Information, they might reasonably assume that a child’s “employer 
details” will not be used, but what about their “views and opinions”? 

Zearn 

Partially. Zearn posts two legal documents on its website: a privacy policy and terms of ser-
vice. It also provides contracted districts with a data processing addendum. This small num-
ber of documents makes it easier for a school considering using Zearn to find and read all 
the relevant posted information. Some aspects of the policies are misleading. For example, 
as explained below, where the privacy policy says that Zearn will “delete” data, it actually 
means that Zearn will “anonymize” those data, and as “anonymize” is not a legal term, the 
process involved is not clear. Data are also aggregated at the time they are used, not at the 
time of anonymization.54  This suggests that a student’s data would be held in a single, ano-
nymized, profile.

Does the company that provides the product sell or share data it collects 
from students? 

Google 

Questionable. Google does not sell data it collects from students as such, but it uses that data 
to develop other products that it does sell. Its business model is based upon using the data 
it collects to inform predictions about people (including students) and groups of people like 
them, and selling those predictions to its customers for advertising and marketing purposes. 
It also uses data it collects from students to inform the development of its own products, 
which it may sell back to schools or to other customers.

Kahoot!

Questionable. Kahoot!’s privacy notice defines “personal information” as “any information 
that identifies or can be used to identify an individual directly or indirectly.” It defines “stu-
dent data” as “Personal Information that Kahoot! processes about students on a school or 
teacher´s behalf as authorized by the school for the provision of the School Services.” Ac-
cording to the privacy notice, “We do not sell Personal Information and we do not share 
Personal Information with third-parties for marketing purposes.”55 The privacy notice spells 
out several other circumstances in which Kahoot! does share “personal information, includ-
ing with third-party service providers, potential buyers, public institutions, and professional 
advisors. It “never shares information about Children” with social media partners.56 

The section on sharing personal information is followed by, “Regardless of the above, Ka-
hoot! does not sell Personal Information and we will never share or sell Student Data for 
marketing purposes.” The Privacy Notice does not define “marketing purposes,” to clarify, 
for instance, whether such purposes include deriving insights from collected data to inform 
the development of new products to sell to schools and families. Nor does it explain the pur-
poses for which it does share or sell Student Data. It does note that “When we have no ongo-
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ing legitimate business need to process your Personal Information, it will be deleted or ano-
nymized as soon as possible and in accordance with applicable law.” And it states, “We may 
also share anonymized, aggregated information with selected third-parties for statistical 
purposes.” Although the conditions under which a student’s data is deleted or anonymized 
may be specified in a given district’s contract with Kahoot!, it is not clear from the posted 
Privacy Notice. The same is true for the definition of “as soon as possible.” 

The policy notes, “Where appropriate, Kahoot! anonymizes information collected automat-
ically before using it. Subject to applicable law and our agreements with our customers, we 
may use and disclose such anonymized information for any purpose, including for analytics 
purposes, to help us understand how our products are used and improve upon them.”57 This 
suggests that data are “shared” in their anonymized form.  “Any purpose” is a broad catego-
ry; product development is the only purpose specified as an example.

Zearn 

Partially. According to Zearn’s privacy policy, “We do not ever sell or rent your informa-
tion.” It does “share” information with third-party contractors that provide “business-relat-
ed functions,” and shares anonymized data with third-party contractors to “help us analyze 
the information.” It also shares “in connection with an organizational change.”58 “Informa-
tion” as used here appears to refer to personal information because the same section of the 
privacy appears to differentiate it from “aggregated, de-identified information.”59 

Does the company advertise to students?

Google

Partially. There are no explicit advertisements in Google Workspace for Education’s “core 
services” (Gmail, Calendar, Classroom, Assignments, Contacts, Drive, Docs, Forms, Groups, 
Sheets, Sites, Slides, Chat, Meet, Vault, and Chrome Sync60). However, an important detail 
buried in Google’s policy documents is that limitations on Google’s use of personal informa-
tion associated with Google Workspace for Education “core services” do not extend to “ad-
ditional services,” such as YouTube. 61, 62 This means, for example, that when students watch 
YouTube videos on their school-issued devices, they see advertisements, and advertisers 
may place cookies in their browsers.63 

The Google Workspace for Education Privacy Notice, says that “none of the personal infor-
mation collected in the core services is used for advertising purposes.”64 However, a 2025 
complaint65 accuses Google of using data captured during students’ use of any service (in-
cluding those Google classifies as “core”) to inform its advertising business, even if it does 
not use those data to show students ads while using core services themselves or to build 
identifiable profiles of students.

Kahoot!

No. According to Kahoot’s Privacy Notice, “The Services, App and Website do not include 
any third-party advertising, including any targeted advertising.” Additionally, “We do not 
serve third party ads (including targeted ads) on our platforms and do not use information 
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we collect from students or others to serve targeted ads on other services. Kahoot! does not 
use or disclose information collected through the School Services for any targeted advertis-
ing purposes.”66

Zearn 

No. According to Zearn’s Privacy Policy, “We do not use your information to engage in tar-
geted advertising on our site.”67

Does the company use student data for product development and/or re-
search?

Google 

Yes. Google’s general Privacy Policy states that it uses customer information to “maintain 
and improve our services, as well as to “develop new services.”68 More specifically, the Goo-
gle Workspace for Education Privacy Notice indicates that Google uses aggregated and an-
onymized data to “deliver and maintain the services that schools and students use” and to 
“improve the security and reliability of these services.”69 A 2025 complaint against Google 
also alleges that the company uses data captured during students’ use of core services to 
inform its advertising business and the development of other products.70

Kahoot! 

Yes. According to Kahoot’s Privacy Notice, “2.7 Anonymized information: Where appro-
priate, Kahoot! anonymizes information collected automatically before using it. Subject to 
applicable law and our agreements with our customers, we may use and disclose such an-
onymized information for any purpose, including for analytics purposes, to help us under-
stand how our products are used and improve upon them.”

Zearn

Yes. According to the privacy policy, “Non-personal information, such as grade level, and 
other demographic information are used in aggregated, anonymized reporting to help us 
better understand how the program is used and to improve the program” and “[W]e may use 
aggregated, anonymized Program Use Information to improve and demonstrate the efficacy 
of Zearn.”71

How long does the company retain personal student data?

Google 

Google does not specify a retention period. The Google Workspace for Education Privacy 
Notice directs users to their “school admin” to “delete personal information in services or 
delete your entire account.”72 The document “How Google Retains Data We Collect” explains 
that “Some data you can delete whenever you like, some data is deleted automatically, and 
some data we retain for longer periods of time when necessary. When you delete data, we 
follow a deletion policy to make sure that your data is safely and completely removed from 
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our servers or retained only in anonymized form.”73 

Kahoot!

Kahoot!’s Privacy Notice does not provide a retention period. It states, “we [sic] will retain 
Personal Information in a form that permits identification only for as long as…your Person-
al Information [is] necessary in connection with the lawful purposes set out in this Privacy 
Notice, for which we have a valid legal basis (e.g., where your Personal Information are 
included in a contract between us and your school, and we have a legitimate interest in pro-
cessing [that] Personal Information for the purposes of operating our business and fulfilling 
our obligations under that contract.” That could be any amount of time. The Privacy Notice 
also says, “We retain students’ Personal Information only for as long as permitted by our 
agreements with our school or school district customers.” 

Zearn 

Zearn’s privacy policy says that student “account data” may be “deleted” at the request of the 
school.74 When we emailed Zearn to clarify what the company meant by “delete,” its privacy 
representative responded that the account data would be “anonymized and all identifiable 
data associated with the account will be removed.”75 Account data is anonymized after 180 
days of non-use or a school’s request for “de-activation.”

Does the company retain de-identified student data? 

Google

Yes. Google’s Privacy Policy states that when data is deleted, it may be “retained only in an-
onymized form.”76 

Kahoot! 

Yes. According to Kahoot’s Privacy Notice, “2.7 Anonymized information: Where appro-
priate, Kahoot! anonymizes information collected automatically before using it. Subject to 
applicable law and our agreements with our customers, we may use and disclose such an-
onymized information for any purpose, including for analytics purposes, to help us under-
stand how our products are used and improve upon them. We will not seek to re-identify 
any information that we have anonymized.” The Privacy Notice does not address a limit on 
retention of de-identified data.

Zearn

Yes. According to the privacy policy, “Non-personal information, such as grade level, and 
other demographic information are used in aggregated, anonymized reporting to help us 
better understand how the program is used and to improve the program” and “[W]e may use 
aggregated, anonymized Program Use Information to improve and demonstrate the efficacy 
of Zearn.”77  

 

http://nepc.colorado.edu/publication/digital-platforms 52 of 60



What are the data disposal processes?

Google

Google’s Privacy Notice refers parents to their school’s “admin” regarding “service controls 
that can allow you to manage personal information.”78

Kahoot! 

Kahoot!’s Privacy Notice states that when it no longer needs personalized information, the 
company “will either: permanently delete or destroy the relevant Personal Information; or 
anonymize the relevant Personal Information.”79 The Privacy Notice does not explain how 
Kahoot! determines which approach it takes. We asked Kahoot! via its website (https://
support.kahoot.com/hc/en-us/requests/new) to explain how it how it permanently deletes 
or destroys the relevant Personal Information, and how it decides whether to delete/destroy 
or anonymize the information. Its initial emailed response explained the process by which 
a user could delete their account. Follow-up emails, clarifying that the question related to 
Kahoot!’s internal processes, were unanswered.

Zearn 

According to Zearn’s Support representative, “The data is anonymized and all identifiable 
data associated with the account will be removed.”80

Does the platform require informed consent from parents for a student 
to use this product?

Google 

No. Google’s “Additional Products Terms” document specifies that schools are responsible 
for “obtain[ing] parental consent for the collection and use of personal data in connection 
with those additional products.”81 Parental consent is not required for students to use Goo-
gle Workspace for Education’s “core” services. A 2025 complaint argues that “informed” pa-
rental consent cannot truly be obtained because Google does not share how it uses children’s 
data.82

Kahoot! 

No. Kahoot’s Privacy Notice notes: “To the extent COPPA applies, our school or district cus-
tomer provides us with any necessary consent on behalf of students’ parents or guardians to 
permit use of Kahoot! in the classroom.”83, 84

Zearn

No. According to Zearn’s Terms of Use, “If you provide a child with access to the Services, 
you represent and warrant that you are the parent or legal guardian, or the educator or ad-
ministrator of an educational institution and have obtained the necessary consents from the 
parent or legal guardian to provide such access.”85, 86
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