
Mercenary Science
A Field Guide to Recognizing Scientific Disinformation
By David Michaels

Johnson & Johnson (J&J) has long insisted that Johnson’s Baby Powder, its iconic brand 
of talcum powder, is safe to use. However, its primary ingredient, talc, is often mined from 
mineral deposits that also have asbestos-like fibers. In October 2019, the firm announced 
the recall of 33,000 bottles of Johnson’s Baby Powder after the US Food and Drug Adminis-
tration (FDA) found a sample contaminated with asbestos; a few months later, J&J stopped 
selling talc-based baby powder in North America altogether. J&J never warned consumers 
that using its product might risk asbestos exposure (and therefore cancer). It avoided that 
warning through some maneuvers that came right out of the playbook developed decades 
ago by many of the biggest companies in the tobacco industry.

Twenty-one years ago, studies finding asbestos-related disease in workers and animals ex-
posed to talc led the Board of Scientific Counselors of the US National Toxicology Program* 
to consider labeling talcum powder contaminated with asbestos-like fibers as cancer caus-
ing. Recognizing this could devastate sales, J&J and other firms that mined or used talc 
hired consultants to question the studies the National Toxicology Program had reviewed. 
Some of these consultants had worked for the tobacco industry and had devised various 
ways to question the research linking smoking to lung cancer and other diseases. With talc, 
they deployed a similar strategy; their objective was to create enough uncertainty that the 
National Toxicology Program scientists would be unable to conclude exposure to talc prod-
ucts was potentially deadly.

“Time to come up with more confusion!” This bold declaration was in an internal memo de-
scribing the consultants’ talc campaign.1 In the short run, the strategy worked. The National 
Toxicology Program dropped the proposed warning in 2005 and has never returned to it.

The longer-term consequences, however, have been enormous. In recent years, the evidence 
linking exposure to talcum powder with ovarian cancer has increased, and thousands of 
women have sued J&J, alleging its product caused their illnesses. In one of the first cases, 
22 women with ovarian cancer were awarded more than $4 billion in punitive damages. 
(The award, which was reduced to $2.1 billion, was recently upheld by the US Supreme 
Court; J&J is now attempting to protect itself by spinning off its talc-related liabilities into 
a new corporation that promptly declared bankruptcy.) The jurors, having read the memos 
describing the efforts to manufacture uncertainty as well as to disproportionately market 
the product in communities of color, were sending a loud message to J&J and other corpo-
rations that intentionally obscuring the harms of a product was not acceptable behavior.

The talcum powder industry’s response to the government’s attempt to protect American 
consumers was not unique. In fact, that strategy of creating confusion and doubt, often 
called the tobacco playbook after the industry that used it so successfully, has become stan-
dard operating procedure among many corporations across a wide range of industries.
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The Tobacco Playbook
Big Tobacco’s campaign to manufacture uncertainty to defend a dangerous product is the 
most well-known of these efforts. That industry’s drive to cause confusion and uncertainty 
is famously summarized in the memo penned by a tobacco executive: “Doubt is our product 
since it is the best means of competing with the ‘body of fact’ that exists in the minds of the 
general public. It is also the means of establishing a controversy.”2

The tobacco industry’s success has contributed to the premature deaths of many millions 
of smokers across the globe. One of the playbook’s chief strategies, paying public relations 
professionals and scientific experts to question the evidence, is now marketed by “product 
defense” specialists and used widely by firms eager to avoid addressing the harms caused 
by their products. Their campaigns are often very sophisticated and go well beyond simple 
public relations. To convince regulators, jurors, the press, and the public that the science 
is uncertain, firms often sponsor studies with preordained conclusions and publish them in 
what appear to be credible scientific journals.  

I have witnessed up close how corporations have applied the tobacco playbook by commis-
sioning product defense scientists to fight public health protections. In 1998, I took a leave 
of absence from the City College of New York, where I was a member of AFT Local 2334, 
the Professional Staff Congress, to serve as President Bill Clinton’s assistant secretary of 
energy for environment, safety, and health. My responsibility was protecting the workers, 
community residents, and environment in and around the nation’s nuclear weapons com-
plex. These facilities had harbored—and in some cases still do harbor—huge amounts of the 
toxic chemicals required to make the plutonium and highly enriched uranium at the core 
of nuclear weapons. Manufacturing and testing these weapons almost necessarily exposed 
thousands of workers to chemicals and radiation and created some of the most dangerously 
polluted locations in the country.

One of the most toxic chemicals to which these workers were exposed was beryllium, a met-
al used to help maximize the power of an atomic explosion. Exposure to small amounts of 
beryllium can cause disabling lung damage. Under my leadership, we issued a series of new 
safety and health regulations, including a strengthened beryllium exposure standard. Of 
course, we had to overcome the efforts of the beryllium industry, which engaged a product 
defense firm (with a long history of defending tobacco) to convince the US Department of 
Energy that there was too much uncertainty to move forward with the stricter standard.3

With the end of the Clinton administration, I returned to teaching, this time at the George 
Washington University School of Public Health. Through further research, I learned that 
creating doubt about the science underpinning public health protections had become stan-
dard operating procedure for many producers of all sorts of harmful products. Outraged by 
this behavior and wanting others to see how science was being abused, I wrote my first book 
on the subject, Doubt Is Their Product: How Industry’s Assault on Science Threatens Your 
Health.4

I had not planned to go back into government service, but President Barack Obama asked 
me to serve as assistant secretary of labor for the Occupational Safety and Health Adminis-
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tration (OSHA), which is the most important position in the area of worker safety and health 
in the nation. One of my many responsibilities at OSHA was standard setting, and I was back 
to tangling with corporations that wanted to put profits above health.

My staff and I worked hard to strengthen the standard for workplace exposure to silica, 
a dust that can cause silicosis (a lung disease) or lung cancer. Of course, our efforts were 
met with opposition by related industries and their product defense firms. Under President 
Obama, we were able to make real progress in defending the science underpinning our silica 
standard, and the industry’s attempts to stop it were unsuccessful. But the election of Don-
ald Trump to the presidency set back those efforts and inspired me (so to speak) to return 
to teaching at George Washington and to my previous focus on the product defense industry 
and mercenary science, with its deleterious impact on the nation’s health and environment. 
The outcome was a second book, The Triumph of Doubt: Dark Money and the Science of 
Deception.5

Although the Trump administration is now in the rearview mirror, the tobacco playbook con-
tinues to serve as the template for the behavior of too many businesses. Dark money rules 
as corporations and rich individuals fund organizations set up as “educational” nonprofits 
whose objective is to sow confusion and uncertainty on everything from climate change to 
toxic chemicals to the health impacts of sugar-sweetened sodas and alcoholic beverages.

The tobacco playbook has been widely applied, generally with great success—if “success” 
is measured by delaying action to protect the public. Here are just a few recent examples. 
Until the discovery of the “defeat devices” that fooled auto emissions testing systems into 
mismeasuring cars’ diesel engine exhaust, Volkswagen bankrolled efforts to dispute studies 
that documented the deleterious impact of diesel pollution on human health.6 Battery man-
ufacturers and smelters employ consultants to question studies on the impact on children 
of low levels of lead exposure.7 ExxonMobil and the oil industry pay many of these same 
consultants to claim that the evidence of the health effects of air pollutants like ozone is too 
uncertain to use in setting regulatory limits.8 Years ago, scientists at these same fossil fuel 
firms actually modeled the impact of atmospheric carbon accumulation and predicted much 
of the extreme climate we are experiencing today, but that didn’t stop their firms from fund-
ing the climate change denial machine (which has many leaders who previously did similar 
work for the tobacco industry).9 Even the National Football League, following initial reports 
of concussion-related brain injury among its players, took the tobacco road. It appointed a 
committee stacked with members with financial ties to the teams, and the committee did 
its best to discredit the accumulating evidence, enabling the league to delay addressing the 
problem for a decade.10

At the center of this confusion and doubt are product defense consulting firms. These op-
erations have on their payrolls toxicologists, epidemiologists, biostatisticians, risk asses-
sors, and any other professionally trained, media-savvy experts deemed necessary.† Much 
of their work involves developing scientific materials that purport to show that a product 
a corporation makes or uses or discharges as air or water pollution is not very dangerous. 
These “experts” produce impressive-looking reports and publish the results of their studies 
in supposedly peer-reviewed scientific journals (reviewed, of course, by peers of those writ-
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ing the articles, not independent scholars). Simply put, the product defense machine cooks 
the books, and if the first recipe doesn’t pan out with the desired results, they commission a 
new effort and try again. Since confusion and doubt are the goals, churning out a large vol-
ume of low-quality studies is in itself a “success.”

The product defense ploy is public relations disguised as science. Companies’ PR experts 
provide these scientists with contrarian sound bites that play well with reporters who believe 
there must be two sides to every story and that both sides are equally worthy of fair-minded 
consideration. The scientists are deployed to influence regulatory agencies that are tasked 
with protecting the public or to defend against lawsuits by people who believe they were hurt 
by the product in question. The corporations and their hired experts market their studies 
and reports as “sound science,” but in reality, they merely sound like science. Corporate 
leaders venerate such bought-and-paid-for research, while vilifying any academic research 
that might threaten corporate interests.

Since their specialty is the manufacture of doubt, they can apply their tools in almost any 
field, to almost any product. The result is always the same: questioning or downplaying the 
negative health effects of their sponsor’s product. The result is predictable because this is 
the business model of the firm; if the firm produced reports finding the sponsor’s product 
was dangerous and needed to be regulated closely, it would get no more work from corpora-
tions who need their products exonerated.

It is easy to identify some of the major firms currently active in the product defense indus-
try by searching two archives: Toxic Docs, a repository of documents managed by Columbia 
University and the City University of New York,11 and the University of California San Fran-
cisco’s Industry Documents Library archive,12 which includes millions of pages disgorged 
by the tobacco industry as a result of lawsuits. These lawsuits demonstrated that cigarette 
manufacturers violated racketeering laws, having conspired for decades to defraud the pub-
lic about the health risks associated with smoking. Both of these archives are filled with 
contracts and memos describing the work of scientists employed by several product defense 
firms: Exponent (including work for tobacco under its previous name “Failure Associates”), 
Ramboll (when it was called “Environ”), Cardno ChemRisk (when it was just “ChemRisk”), 
Gradient, and other smaller firms.

Whether in regard to consumer products, pesticides, heavy metals, or air or water pollution, 
the same firms appear over and over again in efforts to slow attempts by the US Environ-
mental Protection Agency or OSHA to protect the public’s health. Wealthy industries facing 
regulations that would dampen their profits often hire several firms. For example, attempt-
ing to dispute studies documenting the link between diesel engine emissions and lung can-
cer, the oil industry and some engine manufacturers hired Gradient,13 Ramboll,14 and Expo-
nent.15 And at least three firms—Gradient,16 Exponent,17 and ChemRisk18—were employed 
by DuPont or 3M to defend cancer-causing PFAS compounds, the “forever chemicals” used 
in Teflon and firefighting foam, that have polluted hundreds of water systems across the 
country.
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Doesn’t Science Have Safeguards?
Science, in its pure form at least, is about asking questions, designing experiments, and 
scrutinizing the evidence to find answers. Only a small portion of the studies examining 
harm from exposure to products or pollutants is done by product defense scientists. More 
often, such studies are undertaken by university-based scientists, who are required to raise 
outside funding to pay for all or part of their salaries, as well as the operation of their labo-
ratories. As a result, a significant portion of the research in toxicology published in academic 
journals is produced with corporate funding.

Not surprisingly, no matter who performs the study, the studies paid for by a private sponsor 
tend to deliver the results the sponsor wants. Researchers know this as the “funding effect” 
or, maybe more cynically, the Golden Rule: those who have the gold make the rules. There 
have been so many studies documenting the funding effect in evaluating risks (or in some 
cases, identifying benefits) associated with medications, tobacco, food products, chemicals, 
and pollutants that it is almost surprising when manufacturers of a product sponsor a study 
that does not find the results they desire.

Interestingly, these may not be rigged studies. Not wanting to threaten their funding stream, 
researchers, consciously or not, design studies hoping to find the results most favorable to 
their sponsors. Study results can be easily influenced by choices researchers have to make, 
including outcomes measured, the comparisons made, the length of time studied, and a host 
of other factors.19

We know the impact of the funding effect because, for many studies, the authors disclose 
who paid for their work—and researchers have documented a strong relationship between 
funders’ desires and studies’ outcomes. (However, as discussed below, there are still plenty 
of studies with incomplete or misleading disclosures.) Disclosure of a conflict of interest 
is important, but not as important as the conflict itself. The disclosure figures into the as-
sessment of the scientific research as published, but the conflict shapes the course of the 
research. It is a huge difference, and one that’s easily forgotten.

Some scientists will say pretty much whatever someone pays them to say. But the broader 
“conflict” issue is much more nuanced, and it affects all scientists (and all people). Theoreti-
cally, a scientist conducting an experiment and following certain accepted methods will find 
the same results as anyone else who does the same experiment the same way. That’s the the-
ory. In most laboratory experiments, however, the investigator must make many decisions 
along the way that can shape the outcome. All of these decisions can be influenced by their 
prior beliefs (a perhaps kinder way of saying “prejudices”), theories, and experiences. An-
other label for this dynamic is “motivated reasoning.” The funding source for any research—
who’s footing the bill—is a powerful motivator of anyone’s reasoning. Any of us would look 
at the same data differently than someone with a different set of financial relationships.

Further, it is difficult for most of us to acknowledge that something we do causes harm, 
and confirmation bias helps us miss even the most obvious harms. There is a famous natu-
ral experiment supporting this point. Twenty years ago, well-regarded academic cardiology 
experts associated with Merck & Co., which made the painkiller Vioxx, misinterpreted data 
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comparing heart attack rates among patients who took Vioxx with rates among those who 
took naproxen (sold over the counter as Aleve). There were two ways this randomized clini-
cal trial’s results could be interpreted: Vioxx more than doubled heart attack risk or naprox-
en lowered it by more than 50 percent. The scientists paid by Merck chose the latter,20 even 
though there is no drug known to be anywhere near that effective in reducing heart attack 
risk.

Not long afterward, the truth became known: a different study that compared Vioxx to a 
placebo confirmed that Vioxx greatly increased heart attack risk. Even before this study was 
completed, the results were so compelling that Merck voluntarily withdrew Vioxx from the 
market. FDA scientists estimated that in the four years the drug was on the market, it had 
caused between 88,000 and 140,000 heart attacks.21 How did respected university-based 
cardiology experts get it so wrong? As Upton Sinclair famously said, “It is difficult to get a 
man to understand something when his salary depends upon his not understanding it.”

We need a system that develops the relevant scientific evidence before people are harmed 
and lawsuits are launched. Firms whose products may be harmful should be required to fund 
the studies necessary to evaluate those concerns. However, for the studies to be credible, the 
funders should have no role in developing the research agenda, choosing the investigators or 
methods used, or reporting the results. This is the only way to wrest back truth, restore faith 
in the process of using science to safeguard public health, and protect generations to come.

In the meantime, greater public awareness of product defense and its confusion and doubt 
tactics will make it more difficult for polluters and manufacturers of dangerous products to 
continue to harm the public’s health.  

Recognizing Mercenary Studies
What follows is a field guide for teachers and students of science to the tricks used to man-
ufacture and sell scientific disinformation.

The Strategic Literature Review

One popular tactic—maybe the most popular—is some version of “reviewing the literature.” 
The basic idea is valid; we do need to consider the scientific studies to date to attempt to an-
swer important questions. The questions that come up in regulation and litigation are com-
plex; they go way beyond simply asking, “Does this chemical cause cancer or lower sperm 
count or cause developmental damage?” With public health issues, the important and tricky 
part is determining at what level an exposure can contribute to the undesired effect, and 
after how much time and exposure. Is there a safe level of exposure, below which a chemical 
cannot cause disease (or has not caused disease, in the case of litigation)? No single study 
answers such questions, so reviews are warranted.

Sometimes these literature reviews are labeled “weight-of-the-evidence” analyses, in which 
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the authors decide how much importance to give each study. But if their business mod-
el—their whole enterprise—is based on being paid by the manufacturers of the product in 
question for those reviews, their judgment is suspect. How can you know whether the weight 
they have assigned different studies, intentionally or unconsciously, is impacted by the fact 
that their sponsors want a certain result? If a review was undertaken by conflicted scientists 
in business to provide conclusions needed by a commercial sponsor to delay regulation or 
defeat litigation, the findings are tainted and should be discarded.

The Mercenary Risk Assessment

Weight-of-the-evidence reviews generally include both human and animal studies, and the 
attribution of weight to any given study is generally a subjective, qualitative decision. A 
more quantitative approach to reviewing the literature entails so-called risk assessment, 
which in its earnest form attempts to provide estimates of the likelihood of effects at dif-
ferent exposure levels. Importantly, risk assessments attempt to estimate the levels below 
which exposure to a given substance will cause no harm.

This much is true: there is tremendous variation in the results of many risk assessments. 
There are also individual scientists and firms who can be counted on to produce risk assess-
ments that, conveniently for their sponsors, find significant risk only at levels far above the 
levels where most exposures are occurring. And if these risk assessments are accepted by 
regulatory agencies or jurors, the sponsors will be required to spend far less money cleaning 
up their pollution or compensating victims.

The Rigged Reanalysis

By its nature, epidemiology is a sitting duck for the product defense industry’s uncertain-
ty campaigns. Epidemiologic studies are complicated and often require complex statistical 
analyses. Judgment is called for at every step along the way, so good intentions are para-
mount (as is the absence of a financial interest in the outcome). Epidemiologic principles 
and ethics require that the methods of analysis be selected before the data are actually an-
alyzed. One tactic used by some product defense firms is the reanalysis, where the raw data 
from a completed study are looked at again, changing the way the data are analyzed, often in 
the most mercenary of ways.

The battle for the integrity of science is rooted in these sorts of issues around methodol-
ogy. If a scientist with a certain methodological and statistical skill set knows the original 
outcome and how the data are distributed within the study, it is easy enough to design an 
alternative analysis that will make unwanted results disappear. This is especially true with 
findings that link a toxic exposure to disease later on—which also happen to be among the 
most important results for public health agencies. This tactic was used by ChemRisk when 
it was hired by the American Petroleum Institute after scientists at the National Institute 
for Occupational Safety and Health (NIOSH) found that low levels of exposure to benzene 
increased leukemia risk. To discredit the study, the industry-affiliated scientists contended 
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NIOSH had underestimated historic workplace benzene exposure levels, so they came up 
with new estimates, and produced a new study purporting to show that only much higher 
exposure levels caused disease. Unfortunately for the oil industry and its scientists, it was 
pointed out that the new estimates were so high, they would have poisoned many of the 
workers, so the new study was quickly discarded.22

As with most things about product defense, the reanalysis strategy dates back to the tobacco 
industry, whose strategists recognized that they needed a means to counter early findings 
related to smoking’s dangers in order to shirk responsibility and regulation for lung cancer 
risk among nonsmoking spouses of smokers. From a public health perspective, one early 
finding—a 25 percent increase in cancer risk—was a big deal. To the industry, making it dis-
appear would be a huge deal. Industry strategists and scientists, realizing that they couldn’t 
mount their own studies quickly enough, figured they could get the raw data from the in-
criminating studies, change some of the basic assumptions, alter the parameters, tinker 
with this and that, and make the results go away. Tobacco’s approach is now commonplace; 
“reanalysis” is its own cottage industry within product defense.

The “Independence” Gambit

Many papers produced by product defense firms contain the disclosure that individual sci-
entists may be testifying for corporations that are being sued, but that the research itself was 
done independently of the corporations. This sleight of hand provides a fiction of indepen-
dence in order to give the illusion of objectivity, but the research was almost certainly paid 
for by the product defense firm out of fees paid by the corporation. Sometimes the fiction of 
independence is created by omitting crucial information. For example, when Georgia-Pacif-
ic (GP) was funding studies with the goal of reducing its asbestos exposure liabilities, one 
study author noted a grant from GP while his coauthor neglected to mention being a GP 
employee whose work was directed by a GP lawyer.23 Such independence is a charade, but it 
is also standard practice.

Front Groups

A different kind of conflict of interest, and a different kind of disclosure trickery, is the use 
of front groups by many industries to advance their interests while hiding their involvement. 
These fronts are generally incorporated as not-for-profits with innocuous-sounding names 
and physicians or academic scientists in leadership positions. But they are paid for by their 
various corporate sponsors, many of them funding “research” to be used in regulatory pro-
ceedings or courts.

One example is the International Life Sciences Institute (ILSI), a global nonprofit with a 
stated mission of providing transparent scientific research in pursuit of a “healthier world.” 
ILSI—which was founded by a Coca-Cola executive—has cast doubt on, among other things, 
US guidelines on sugar and the association between sugar and obesity. In 2019, a qualitative 
analysis of ILSI documents concluded that ILSI is a front group for the food and soft drink 
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industry, working to influence public health and food policies worldwide.24

In addition to front groups, there are all-corporate-purpose think tanks devoted to “free 
enterprise” and “free markets” and “deregulation.” Dozens of them work on behalf of just 
about every significant industry in this country. Purdue Pharma and the other manufac-
turers of opioids used these to great advantage, enabling them to promote the lie that their 
products were not addictive.25

The idea is to portray front groups and think tanks as serious, independent purveyors of 
scientific research. And some do produce legitimate science for certain projects, while at the 
same time producing highly questionable science that their sponsoring organizations rely on 
to promote their unhealthy products.  

We all value freedom, in particular the freedom to live the lives we choose—but this is not 
possible unless we are secure from being harmed by others. In our modern world, individ-
uals cannot bargain with the factory owner polluting our groundwater or the manufacturer 
contaminating our food.26 We generally have little or no knowledge of the effects of a given 
exposure—and we may not even know that such exposures are occurring. It is our elected 
representatives and officials who must enact and enforce laws that protect us from individ-
ual and collective harm—from violence and from robbery, but also from dangers posed by 
tainted food, polluted air and water, unsafe drugs, and dangerous workplace exposures.

Science underpins all of these public health and environmental regulations. The basic prin-
ciple of the regulatory system holds that decisions must be made on the basis of the best 
evidence available at the time. Mercenary science obscures that best evidence. In doing so, 
it doesn’t just game our system; it prevents our government from accomplishing one of the 
reasons for its very existence: to enable some individuals (especially the owners of corpora-
tions) to profit by producing something or performing a task that does not impinge on the 
freedom and well-being of other individuals. We want stronger regulation not because we 
don’t care about freedom, but because we cannot be free without the state’s protection from 
harm. We need to know that our air is safe to breathe, that our food is safe to eat, and that 
we can return home from work at the end of our shifts no less healthy than when we walked 
out the door in the morning. That is both the imperative and, alas, the challenge. 

David Michaels is a professor in the Department of Environmental and Occupational 
Health at the Milken Institute School of Public Health at George Washington University. 
He was the assistant secretary of labor for the Occupational Safety and Health Adminis-
tration from 2009 to 2017. Portions of this essay are adapted with permission from The 
Triumph of Doubt: Dark Money and the Science of Deception (Oxford University Press, 
2020; for details, visit here).

*Disclosure: from 2011 to 2017, I was the chair of the National Toxicology Program’s Exec-
utive Committee, and I am now a member of its Board of Scientific Counselors. (return to 
article)

†For example, economists are useful for inflating the costs and deflating the benefits of pro-
posed regulation, as well as for antitrust issues. (return to article)
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