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Even before the COVID-19 pandemic, the effort to provide students with meaningful curriculum and empower teachers to make the best use of their professional skills was under threat, as the result of two decades of test-heavy U.S. school reforms. The intense testing regime ushered in by No Child Left Behind rewarded students, teachers, and administrators when student memorization of facts translated, in the short term, into high test performance. Against this backdrop, over the last decade, foundations and corporate interests have pushed aggressively to spread virtual technologies in schools. Most recently, the push for virtual education has been coupled with a tech-friendly digitalized version of “personalized learning.” California-based Summit Schools, for example, armed with almost $200 million from the Gates Foundation, the Chan Zuckerberg Initiative, and others, had by 2018-2019 signed up almost 400 “partner schools” to use its “Summit Learning Program.”

Without careful decision-making by school leaders, digital platforms and learning programs, with their focus on continuous assessment and testing, can undermine teachers’ ability to organize curricula responsive to student needs and to adopt instructional approaches that encourage higher-level thinking among their students. This problem is likely to worsen as larger numbers and more diverse groups of students are funneled into virtual education. The COVID-19 pandemic has dramatically increased the pressure on schools to quickly adopt virtual technologies and digital platforms despite a general lack of research evidence to guide their adoption.

To help school leaders make thoughtful decisions about digital platforms and learning programs in general, and particularly in the current high-pressure environment, we discuss seven key issues to consider.
Pedagogical theories embedded in digital platforms and learning programs shape the student learning environment.

Many digital platforms implement some form of competency-based education (CBE, also known as competency-based learning or mastery-based learning). This approach has roots in the behaviorist psychology and “programmed instruction” popular in the 1950s and 1960s. These popularized the idea that knowledge could be chopped up and delivered, like a product or commodity, via “teaching machines.” Advocates argued not only that students could “acquire” these bits of knowledge, but also that their ability to provide the required response to questions about each bit demonstrated their competency/mastery of it—and therefore their “learning.” Although analog teaching machines did not take off as their inventors hoped, the marketing of digital “teaching machines” has been better funded, more persistent, and more successful.

Understanding learning as the acquisition of discrete bits of information and discrete skills limits how teachers, students, and administrators interact by defining what “counts” and what is important. It encourages everyone in the school community to think and talk about students’ schoolwork—including their social-emotional development—in the context of their individual mastery of specific skills that will be useful to them. These days, that is almost always narrowed to skills that are perceived to be in some way test performance- and job-related. When teaching these skills is pre-loaded into a digital platform, it scripts the teaching and learning process. It crowds out the kind of unanticipated teaching moments that cannot be coded into any software, on which teachers can capitalize even when they are not in their lesson plan.

Schools can create environments—cultures of learning and thinking—that encourage meaningful learning as an integral part of daily life. Researchers and program designers increasingly recognize that programs to teach thinking cannot just be “implemented,” but rather must be established and cultivated within a social context. This means that effective teaching is not limited to specific classroom lessons, but also takes place spontaneously in the classroom and school as teachers both create school and classroom environments that support student learning and also capitalize on situations that arise outside of planned lessons. This kind of teaching and learning may be undermined by digital products that shape the learning environment and structure learning opportunities to meet the requirements of that digital environment.

The more that teaching and learning are shaped by the collection and use of easily quantifiable data points, the more narrow and limited the curriculum and definitions of “achievement” will become, because boundaries of what is valued will be defined by those things that can best be captured and sorted electronically.

“Personalized learning” in digital platforms and learning programs does not necessarily result in personalized learning.

“Personalized learning” has been aggressively promoted by the Gates Foundation and others for over a decade. There is no common definition of what “personalized learning” means,
although advocates for the approach tend to point to broad goals and assert that their pedagogical approaches will meet the needs, strengths, and interests of each learner. Although not all personalized learning is digital, the idea of personalizing learning has been the dominant rationale supporting the use of digital platforms and learning programs. Such products allow for students to advance through materials at their individual pace—with the ability to move forward through lessons dependent on assessment data.

In contrast, common sense suggests that the term “personalized learning” implies a humane school and classroom environment and open, flexible teaching strategies. But this is a far cry from contemporary personalized learning programs, including the digital platforms designed to implement them, which often share the assumptions of competency-based education (CBE). That is, they conceptualize learning as a hyper-rational process of remembering facts and demonstrating specified skills according to a logically defined plan. Thus, digital “personalized” learning programs can limit students’ learning by channeling it into the kind of narrow, logical pathways that can be easily assessed by digital platforms.

The mastery-based approach to learning and the capability built into some digital platforms for students to set and achieve individual learning goals may appear on the surface to be child-centered. However, the choices students are allowed to make are not necessarily meaningful. In many cases, the truly meaningful choices are made by software designers and developers who determine the content that students must master and how they must demonstrate that they have mastered it. Algorithms determine how assessments are scored and how students will be nudged in particular directions.

The Summit Learning Program, for example, embodies this type of hyper-rational, mastery-based approach not only to students’ learning of facts (i.e. “content knowledge”), but also, explicitly, to their academic and social and emotional development (i.e., “cognitive skills” and “habits of success”). According to Diane Taverner, CEO of Summit Public Schools, which created the digital Summit Learning Program:

...if you think about going into the platform, this is...where you are going to interface with your courses and your grades and all of the learning materials and where you’ll take and submit your work and your assessments and so it’s a full comprehensive ... space where that happens and takes place.

In other words, “personalization” in a program such as the Summit Learning Program is defined by its digital platform. Students in schools that adopt the program use the platform to choose their curricular materials (often from third-party websites), do their work, and take their tests. They also set goals and interact with their teachers on the platform. In short, the platform still manages all aspects of the circumscribed student experience and tracks the “measurable outcomes.”

In this way digital programs such as the Summit Learning Program force students—regardless of their learning style—to engage with every aspect of their school life via the platform. It is not surprising that some students have expressed experiencing anxiety when their schools adopted the Summit Learning Program. When a program or platform promises “personalized” learning for students, then, it would be wise for school leaders to take a close look
at whether the term translates to any meaningful learning options for students with widely varying needs, interests, habits, and challenges.

**Algorithms embedded in digital platforms and learning programs shape teaching and curriculum.**

Algorithms represent theories about which pieces of information their authors consider valuable and how their authors believe those pieces of information should be assembled to draw conclusions. Therefore, it is essential to understand how algorithms in a particular product reflect inferences drawn about students and their learning.

Algorithms are central to the day-to-day functioning of digital platforms and educational programs. They implement the regular formative assessments designed to mediate between teachers and children, and to influence children’s experience of the curriculum. In some programs, the assessment is straightforward and teachers decide what and how students learn. In other programs, the assessment is less transparent: Teachers may not see the questions that their students are asked to answer while they work within the program, or understand why students received the grades they did. Yet those programs require teachers to, “in real time,” adjust their teaching to the assessment results that the algorithms report. Programs that feature “adaptive” or “personalized” learning bypass teachers completely and automate the instructional decision-making that teachers would ordinarily control.

The more that a digital platform or learning program inserts itself into the relationship between students and teachers, the more opportunities there are for its output to be flawed, and the greater the influence of those flaws is likely to be on how students are taught and assessed. The less that it is programmed to do, the less problematic it has opportunity to be.

**Cultural and other biases may be embedded in digital platforms and learning programs.**

Like any textbook or other physical curriculum or assessment material, algorithms may reflect values or assumptions that may be second nature to the social demographic of their writer but not to members of other demographic groups. Biased descriptions, examples, or test questions are easier to identify on a written page, however, than in a digital platform or learning program where they disappear quickly from the screen. Biased decision-making by an algorithm embedded in a learning program (for example, one that marks as “incorrect” answers written in dialects other than standard American English) are completely hidden. Teachers, students, parents and community members are, therefore, less able to identify problems with them.²¹

Machine-learning algorithms, in particular, reflect any bias in the data used to “train” them. For this reason, they have been found to have different accuracy rates for different demographic groups, and to make different decisions when applied to different populations.²² A 2016 *ProPublica* investigation, for example, found that algorithms purported to predict prison inmates’ likelihood of recidivism were more likely to be inaccurate when they assessed
Black as compared to White inmates. In another example, Safiya Noble found that even seemingly objective Google search algorithms perpetuate harmful stereotypes about women and minorities. Other authors have explored the dangers of relying on opaque algorithms to make consequential decisions about people’s lives in such domains as employment, career advancement, health, credit, and education.

Although independent algorithmic audits can identify algorithmic bias, technology companies are disincentivized from doing them because such audits may reveal the need for costly and time-consuming revision of their programs, and might cost them customers. Without independent audits of the opaque algorithms that run digital platforms and learning programs, school leaders are forced to accept on faith that the conclusions those algorithms generate are valid. For these reasons, school leaders should ask questions about the algorithms that run the digital platforms and learning programs they are considering. Programs that have gone through an algorithmic audit are preferable to those that have not.

Digital platforms and learning programs may socialize children to accept surveillance.

It becomes “common sense” to children who have been raised under constant surveillance that such surveillance is normal and natural, and that it is a fair price for getting services they want—especially because they cannot avoid it even if they wanted to. Two corollary tendencies accompany the assumption of ubiquitous surveillance. One is to trust the providers of digital services and not balk at giving away their private information to people or entities they do not know for uses they cannot identify. The other is to conform—to become self-conscious in the presence of recording devices and suppress, rather than give voice to and develop—ideas or viewpoints that they suspect may not be normative. Social psychological research suggests that surveillance makes people less open to new ideas, more anxious, less creative, and generally more conservative in their thinking. Much of that research was conducted on young adults in relatively transient settings, not on developing children over long periods of time. The prospects of how the effects might multiply in latter settings are very concerning.

All children, including teens, are more susceptible than adults to having their affinities shaped by marketers exploiting their vulnerabilities. Because they believe that what their schools do and parents allow is in their best interest, children are growing up experiencing constant surveillance as a norm to be accepted and even welcomed into their academic and social lives, as it brings them both what they need and what they want from the Internet.

Digital platforms and learning programs may expose students to marketing and behavioral tracking.

While it is true that a lot of online advertising to children takes place outside the school setting, schools serve as a portal to and reinforcer of digital marketing media and messages. Let’s follow an imaginary high school student, D.J., to see how this might happen.
D.J.’s schoolwork puts her online for much of her day, where she seamlessly transitions between school-assigned and commercial websites. How might this affect her? It starts with D.J. preparing an assignment for a class, let’s say a presentation about a book she read for her English class. As she moves in and out of the protected applications that are part of Google’s G Suite for Education, marketing companies quietly but persistently track her activity.

YouTube is not one of the “core” products in Google’s suite of education applications. However, this matters very little since it is one of the most popular third-party sites to which students are sent by educational products. Accompanied by an application that identifies tracking, we surfed through other sites students might be likely to visit. We found 16 companies tracking us from dictionary.com and over 35 from Sparknotes. With the information they collect about her, these companies—or other companies to whom they sell her data—determine what kinds of ads D.J. might respond to, and serve them to her on those sites and on others she visits.

By feeding children ads and other content personalized to appeal specifically to them, and also by choosing what not to show them, marketers influence children’s thoughts, feelings, and behaviors. As they do, they also test, adjust, and perfect their models of influence—and then track and target some more. They do it repeatedly from the time D.J. or any student starts using the Internet. Unless schools are vigilant, schoolwork will help marketers hold children in an environment in which their interests, attitudes, and anxieties are shaped carefully over time by repeated exposure to commercial messages in a virtual environment that surrounds them with products and ideas not designed to promote their healthy development, but rather to push them to purchase something.

Digital platforms and learning programs offered by public sources may be preferable to those offered by private vendors.

It is a given that a for-profit corporation will focus on its bottom line—and that the programs it provides to schools must benefit that bottom line. The tension between the educative mission of schools and the corporate imperative to earn profits means that when corporations enter the schools, there is going to be pressure to create student experiences and shape student attitudes in ways that support, or at least do not undermine, corporate profitability.

An important goal of corporations that promote digital educational products is to create a consumer base for their commercial products. Another is to generate data that can be sold to advertisers and others. As software tracks children, it creates opportunities for companies to develop profiles on them that may be used for targeted marketing while at the same time accustoming students to take being tracked for granted.

Districts that have developed their own digital learning approaches are not motivated to create a consumer base for their products or to generate data from which they may profit. They are therefore less likely to integrate consumer-culture values into their platforms and educational programs or to promote consumption, and more likely to limit and to better safeguard the data they collect.
Research on virtual education is very limited. What little exists often focuses on comparisons between the virtual school environment and face-to-face settings. One such comparison, for example, consistently found that most virtual schools had a student-teacher ratio that was two to three times the national average for brick-and-mortar schools. Because of the high student-teacher ratios in virtual schools, they tend to rely on algorithms built into digital platforms to organize content, structure pedagogy, and administer and evaluate student assessments. Further, they generally rely upon parents/guardians not only to supervise, but also to play a significant role in the preparation and delivery of instruction.

The parents’ role begins with the time they must spend preparing and planning the next day’s instructional material for their students, and it continues throughout the day. A 2006 Wisconsin Appeals Court decision noted the various activities required of parents forces them to devote four to five hours per day to educating their child. Gerald Bracey neatly summarized the situation when he wrote that although the students are enrolled in a virtual school, most children are homeschooled. This situation creates an increased reliance on both the digital platform’s algorithms and the online content that it delivers.

Very little is known about the daily life of students attending virtual schools, because the information available is usually both dated and provided by either the corporate educational management organizations themselves or secondhand reviews. There has been no public external review of the nature of virtual schools’ curriculum in over a decade. In 2001, Trotter described the online curriculum as “typical worksheet-style computer lessons, with brief bits of animation or sound effects as rewards.” In 2004, Bracey concluded that “the curriculum is not interesting and it promotes a one-size-fits-all approach. The instruction is mechanical and the system does not encourage creativity.” In 2005, Baker and his colleagues indicated that the online curriculum “emphasizes phonics-based reading and a great book approach in literature [and an early foundation in basic arithmetic]. In social studies, Western culture and history is emphasized.” Such descriptions led Ohanian to conclude in 2004 that the online curriculum of many virtual schools contradicts the commonly accepted understanding “that children learn more effectively in environments that allow them to work independently and with each other to construct their own knowledge.” It would be expected that over the past 15 years the online curriculum has improved, but anecdotal evidence suggests otherwise. However, it is important to note that beyond these cited works conducted when full-time virtual schools first began operating, there continues to be an absence of independent research into the instructional exchange and the online curriculum of these virtual schools. Some have speculated this absence is due to the for-profit nature of the corporations that operate the virtual schools serving the majority of students.

Some research has suggested that students engaged in supplemental virtual schooling have better outcomes than students engaged in full-time virtual schools. There are a few intertwined explanations for this difference. The student-teacher ratio in most supplemental virtual courses is similar to that of brick-and-mortar classrooms. While this hardly ensures that teachers will rely less on the online curriculum and the restrictions imposed by a digital platform, it creates the possibility that they might. Also, because the online curriculum of supplemental virtual education is more frequently designed by a teacher or team of teachers, it tends to have less of a behaviorist approach than the curriculum of full-time virtual schools.
Conclusion

Adopting commercial digital platforms and learning programs can pose real risks to the integrity of schools’ curriculum and teaching. School and district leaders can minimize the risks by judiciously choosing and using products they adopt. To minimize risks, it is important that the values and goals of school educational programs frame the decision-making process. Digital platforms and learning programs should not drive the curriculum, pedagogy, assessment, or data collection and record-keeping practices of the schools. We recommend that school and district leaders:

• Define the pedagogical values, goals, and practices they hope to achieve before considering the adoption of a particular digital educational product;

• Clarify the ways in which any digital educational product would advance their self-defined values, goals, and practices;

• Identify potential negative consequences—in this case, for curriculum and teaching—that may be associated with the use of that product and devise strategies for avoiding them;

• Determine which of their defined values, goals, and practices can be best achieved by non-digital means and which require digital means;

As they assess the suitability of any particular product, we recommend that they consider:

• How the product shapes the learning environment for students;

• What terms such as “personalized learning” mean in practice in the context of the product;

• The impact of algorithms embedded in the product on teaching and curriculum;

• Cultural and other biases that may be embedded in the algorithms;

• Whether and how the product teaches critical thinking;

• How the product may socialize children to accept surveillance;

• How the product may expose students to marketing and behavioral tracking; and

• If the product was produced by a public source or a private vendor.
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