A new study funded by Teach for America (TFA) attempts to identify the effect of TFA teachers and alumni on student test scores. The report, by Edvance Research, matched schools and students within those schools on both demographic and achievement characteristics. It then used the matched student data in a multi-level regression analysis to estimate the effect of being taught by a TFA teacher on mathematics and reading test scores for two groups of students: those in grades 4 and 5 and those in grades 6 through 8. Of the eight comparisons performed, three were statistically significant: mathematics and reading scores of middle-level students taught by TFA alumni and mathematics scores for middle-level students taught by novice TFA teachers. While the findings were large enough to be relevant to policymakers, numerous issues with the sample construction, matching procedures, and statistical analyses lead us to conclude the outcomes cannot be attributed to TFA teachers. Furthermore, these issues make it likely that the actual size of the TFA teacher effects differ than what is found in the report. Thus, the report should not be accepted as solid evidence of any TFA teacher or TFA alumni effect.
I. Introduction

There is widespread agreement among both researchers and policymakers that teacher quality is the single most important school-based factor influencing student test scores. There has long been evidence that students in high-needs schools—those schools serving large percentages of poor and minority students—have had less access to well-qualified and stable groups of teachers. Largely in response to this concern, Teach for America (TFA) was created to provide high-quality teachers to high-need schools as a strategy to improve student achievement and reduce the achievement gap. The underlying assumption of the TFA strategy is that academically accomplished individuals provided with even a short period of training will have a larger positive impact on student test scores than existing teachers in high-need schools. There has been contentious debate over the effectiveness of TFA teachers in improving student test scores and other student outcomes, with little high-quality and independent research to inform policymakers about the actual effects of TFA teachers on student test scores.

At the beginning of March, Edvance Research, Inc. and Teach for America released a report titled *Evaluation of Teach for America in Texas Schools*. The report purportedly focused on estimating the impact of Teach for America (TFA) teachers on student test scores on the state-mandated Texas Assessment of Academic Skills (TAKS) in two sets of grade levels: grades 4-5 and grades 6-8, which we refer to as the elementary grades and middle grades in this review. More specifically, the report compares differences between average student TAKS scores for students taught by novice TFA and non-TFA teachers as well as by TFA alumni and experienced non-TFA teachers in mathematics and reading. The report adds to the growing literature base on TFA teachers in particular and the effects of alternatively certified teachers in general.
I. Findings and Conclusions of the Report

In sum, the main finding was three of the eight comparisons of student TAKS scores between TFA and non-TFA teachers yielded statistically significant results. All three statistically significant findings were in the middle grades, with two of the results in mathematics and one in reading. In mathematics, students of both novice TFA teachers and TFA alumni had greater TAKS scores than students of novice and experienced non-TFA teachers, respectively, after controlling for prior scores and other factors. The report describes the differences in achievement in students between TFA and non-TFA teachers as “substantial,” with the largest impact for TFA alumni (p. 2). In reading, students of TFA alumni had slightly greater TAKS scores than experienced non-TFA teachers after controlling for prior scores and other factors. Table 1 includes a summary of the results. The three statistically significant results had moderate to large effect sizes. The effects, if accurate, would be large enough to have policy implications.

In contrast, the report found no statistically significant differences at the elementary school level between novice TFA and novice non-TFA teachers in either mathematics or reading. The results of the comparisons between TFA alumni and experienced non-TFA teachers at the elementary grade level was not presented with the results of the other regressions; the findings, however, are the same as those for novice TFA teachers: no statistically significant differences. Similarly, between novice TFA and novice non-TFA teachers, there was no statistically significant result in reading in the middle grades.

Table 1. Summary of Results by Grades Served, Subject Area, and Teacher Experience

<table>
<thead>
<tr>
<th>Grades</th>
<th>Subject</th>
<th>Novice Teachers</th>
<th>Experienced Teachers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TAKS Score Difference</td>
<td>Effect Size</td>
</tr>
<tr>
<td>4 - 5</td>
<td>Reading</td>
<td>4.1</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Math</td>
<td>10.0</td>
<td>0.11</td>
</tr>
<tr>
<td>6 - 8</td>
<td>Reading</td>
<td>3.8</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Math</td>
<td>16.9**</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Note: Asterisks indicate statistical significance (**p<.001, *p<.05).

III. The Report’s Rationale for Its Findings and Conclusions

The conclusions in the report are based on the results of a multi-level regression analysis technique called hierarchical linear modeling (HLM). The HLM procedure used student TAKS scores in the 2010-11 school year for students taught by TFA teachers/alumni and...
non-TFA teachers. Importantly, due to data limitations, the students were grouped at the school level, not the teacher level. This hierarchical linear model was used to estimate the effect of students having been taught by TFA teachers or TFA alumni in schools employing at least one TFA teacher or TFA alumnus. In addition, the HLM procedure accounted for the nested structure of the data (i.e., students within schools). To control for factors other than whether a student was taught by a TFA teacher or a TFA alumnus (henceforth referred to as TFA teachers/alumni), schools and students were matched according to demographic and achievement characteristics using propensity score matching (PSM) at the school and student levels. First, schools employing at least one TFA teacher/alumnus (316 schools) were matched to a much larger set of schools not employing any TFA teachers/alumni that included almost all remaining public schools in Texas (7,882 schools). The initial match resulted in the 316 TFA schools being matched to 924 non-TFA schools. This set of 316 schools was divided across subjects and grades in various ways, with sample sizes of schools ranging from 25 to 55 for novice TFA teachers and 14 to 18 for TFA alumni, depending on the subject area and grades addressed. The initial and final analytic samples are displayed in Table 2 (mathematics) and Table 3 (reading).

Table 2. Comparison of the Number of Schools in the Initial and Final Samples for Mathematics

<table>
<thead>
<tr>
<th>School</th>
<th>Sample</th>
<th>Novice Teachers</th>
<th>Experienced Teachers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grades</td>
<td>TFA</td>
<td>Not-TFA</td>
<td>TFA</td>
</tr>
<tr>
<td>4th and 5th</td>
<td>Initial</td>
<td>81</td>
<td>385</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>25</td>
<td>90</td>
</tr>
<tr>
<td>6th, 7th, and 8th</td>
<td>Initial</td>
<td>113</td>
<td>375</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>51</td>
<td>205</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the Number of Schools in the Initial and Final Samples for Reading

<table>
<thead>
<tr>
<th>School</th>
<th>Sample</th>
<th>Novice Teachers</th>
<th>Experienced Teachers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grades</td>
<td>TFA</td>
<td>Not-TFA</td>
<td>TFA</td>
</tr>
<tr>
<td>4th and 5th</td>
<td>Initial</td>
<td>81</td>
<td>385</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>37</td>
<td>298</td>
</tr>
<tr>
<td>6th, 7th, and 8th</td>
<td>Initial</td>
<td>113</td>
<td>375</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>55</td>
<td>157</td>
</tr>
</tbody>
</table>

Appendix C in the report suggests an initial sample of 194 schools, while the text of the report lists the initial sample of schools as 316. The report does state that there was some
overlap of campuses, but the overlap is never described, nor is the apparent difference in sample sizes explained in the report. The answer likely lies somewhere between the two numbers, but there is no way to determine the actual number of schools in the overall initial sample or to assess how many schools were included in both the elementary and middle grades analyses. One would have hoped that the samples of elementary grades schools and middle grades schools would have remained separate to ensure grade span was not associated with student achievement.

Also note that the report never includes the number of teachers included in any of the various samples. This is because the state did not include any teacher information in the data set used for the study. Thus, we never know how many actual TFA teachers/alumni were included in the analysis.

Once the two sets of schools were identified, students of TFA teachers/alumni in a TFA school were matched with students of non-TFA teachers/alumni in a non-TFA school. To further account for pre-existing differences while estimating the effects on student test scores, the student-level HLM analysis controlled for prior student test scores and variables that the matching procedure did not fully account for, including student demographics, school demographics and school achievement levels.

The report assumes no serious methodological flaws in either the PSM or HLM procedures, and thus, concludes the statistically significant findings indicate students taught by TFA teachers have greater test scores than students not taught by TFA teachers. The findings are then used to support the conclusion that middle grade students of TFA alumni, as well of novice TFA teachers in mathematics, gain half a year to a full year of additional learning relative to students of non-TFA teachers. While the report mentions at the end of the paper some important limitations of the study and caution that the reported TFA effects may be indicative of more than just the impact of TFA teachers, it does not nuance the conclusions in a way that communicates the tentative nature of the findings. As shown in the remainder of this review, the serious methodological flaws in the matching procedure and in the hierarchical linear model raise substantial concerns about the accuracy of the results and, consequently, the report’s conclusions about the effectiveness of TFA teachers.

IV. The Report’s Use of Research Literature

The report vaguely mentions eight studies (seven of which were conducted with students outside of Texas) that examined the impact of TFA teachers on student test scores and provides a cursory review of only one of these studies. Of the eight, four found TFA teachers had a positive effect on student test scores, although only one of the four studies was a peer-reviewed journal article. Three of the eight studies found greater effects for non-TFA teachers; all three of those studies were peer-reviewed journal articles. The final article mentioned was a peer-reviewed journal article that found no difference between TFA and non-TFA teachers. Given that three of the reports reviewed that found positive
effects for TFA were not peer-reviewed studies, one must be cautious in giving any weight to them, considering the potential methodological or interpretational issues that peer review often uncovers. Importantly, the report does not review or critique the methodological approaches used in the eight non-Texas studies.

The report also provides a slightly more detailed review of three previous Texas studies of TFA teachers, only one of which was a peer-reviewed journal article. Unlike the review of the non-Texas studies, the report adequately examined some of the methodological problems in the three Texas studies cited. Interestingly, however, the report unquestioningly accepts the positive results of the Ware et al. (2011) study from Texas that had glaring methodological issues that rendered the positive achievement results meaningless with respect to any TFA teacher effect. The Ware et al. study, in fact, relied on changes in the percentage of students passing the TAKS mathematics and reading test as the measure of achievement. Changes in percentage passing, however, are not accurate indicators of changes in student performance.

In sum, for a report that spans 109 pages, the review of the literature is certainly less than adequate, particularly with respect to the methodologies employed in other reports. Indeed, a more robust description of the methods employed in other studies—in particular, the study highlighted as “the best evidence to date” (p. 10)—would have provided readers an opportunity to compare the methodology employed in the report at hand to those used in other reports.

V. Review of the Report’s Methods

As noted above, the report in question used two methods: (1) propensity score matching (PSM) to match schools and students to create two groups of students similar on the observed variables selected by the researchers, except on the question of whether they were being taught by TFA teachers/alumni, and (2) hierarchal linear modeling (HLM) to estimate the effect of a student being taught by TFA teachers/alumni. Below, we first review and critique the PSM procedure and then follow with a review and critique of the HLM model. After reviewing the methods of the study, we then provide a four-part critique of the study: critique of overall approach, critique of the sample used, critique of the PSM procedure, and critique of the HLM analysis.

Review of Sample Construction and Matching Procedure

The first step of the PSM procedure was to match schools that employed at least one TFA mathematics or reading teacher in grades 4 through 8 in the 2010-11 school year with schools that did not employ a TFA teacher in the same subjects and grade levels in the same school year. The schools were matched based on several demographic and achievement characteristics. Demographic characteristics included the percentages of students by ethnicity, economically disadvantaged status, special education status, limited
English proficiency, student mobility, total student enrollment, the percentage of teachers in their first year of teaching, and the number of teacher full-time equivalents at the school. The achievement characteristics included the percentage of students meeting the state passing standard in mathematics and reading across all grade levels in the schools for which test scores were reported. The report states 924 of the potential 7,882 non-TFA campuses were initially identified through the PSM procedure as being a set of matched non-TFA campuses. In addition, all schools in the districts with at least one TFA campuses were also included “as a backup of the comparison campuses in case the 924 non-TFA comparison campuses could not provide a sufficient number of comparable students in the student-level matching” (p. 86). Ultimately, 1,641 comparison campuses were identified, with 717—44%—of the non-TFA campuses coming from this backup list. The interpretations of the study rely heavily on the assumption that student and school characteristics were controlled for through the matching procedure. The failure to match all schools, though, undercuts the confidence in the findings as accurate indicators of any TFA effect.

After schools were identified and matched, the second step of the PSM was to match students based on both demographic and achievement characteristics. To be included in the matching procedure, students had to be in either schools employing a TFA teacher or one of the comparison schools identified through the first step of the PSM. A sample of students from within these schools was constructed that complied with the federal educational rights and privacy act (FERPA). Because students’ personal characteristics were included in the study and the students were grouped at the individual course level, a substantial number of students had to be excluded from the analysis to comply with FERPA. The flowcharts presented in Appendix C of the study document the number of students in the initial sample. Of students in the TFA schools, about 60% of the initial sample was excluded at the elementary grades and 70% at the middle grades.

Students were then matched on both demographic and achievement characteristics. The demographic characteristics included gender, ethnicity, economically disadvantaged status, special education status, limited English proficiency, and mobility. The achievement characteristics included 2009-10 student TAKS mathematics and reading achievement scores as well as achievement scores on all other available TAKS tested content areas (science, social studies, and writing) for each respective grade level.

**Critique of Overall Methods**

There are two major critiques of the overall methods employed in the study. First, since the research questions posed in the report spoke about estimating the effect of teachers on student test scores, the unit of analysis should have been the teacher or course. Yet, because of the masking of student data to comply with FERPA restrictions, the study could not be conducted at the teacher/classroom level and was, instead, conducted at the school/campus level. Importantly, then, the findings of the report do not allow for conclusions to be reached about the impact of teachers on student test scores. The findings speak more to the impact of the schools than teachers on student test scores. Even if we
accepted the claim that the findings reflect the impact of teachers, the failure to match teacher and classroom characteristics between TFA and non-TFA teachers led to the omission of numerous factors that influence student test scores; thus, they are certainly inaccurate estimates of any TFA effect on student test scores.

Second, as noted in the study at hand, the ideal methodology would have been to randomly assign students to teachers and then compare student achievement of TFA and non-TFA teachers matched on various characteristics; this was the approach used in the 2004 study by Decker, Mayer, and Glazerman of TFA teachers. The PSM method used in the Texas report has the potential to approximate the outcome of a randomized experiment by matching characteristics to control for factors affecting an outcome—in this case, student test scores. In this study, however, there were serious problems with the procedures, which are described below.

### Critique of Sample Construction

We identified a number of issues related to the creation of the final sample of students. First, the number of students excluded from the initial sample was substantial. Indeed, as shown in Table 4, only about 38% of the original elementary and 27% of the original middle grades samples of students in TFA schools remained in the sample after the successive application of the two major reasons for the exclusion of students. In comparison, the percentage of students remaining in the sample for students in non-TFA schools was 74% for the elementary grades and almost 87% for the middle school grades. Importantly, the report does not provide an accurate comparison of the characteristics of

<table>
<thead>
<tr>
<th>Grades 4-5</th>
<th>Grades 6-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFA</td>
<td>Not TFA</td>
</tr>
<tr>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>Original Sample</td>
<td>4,801 --</td>
</tr>
<tr>
<td>Excluding Students</td>
<td></td>
</tr>
<tr>
<td>Not Enrolled in Math</td>
<td>1,967 41% 59,960 82%</td>
</tr>
<tr>
<td>Absent too Many Days</td>
<td>1,821 38% 54,215 74%</td>
</tr>
</tbody>
</table>

Notes: % refers to percent of original sample (the top row). The figures are for mathematics only. However, the patterns of exclusions in reading are similar enough to those in mathematics that we have excluded the reading statistics for the sake of simplicity.

students in the initial sample with the characteristics of the students in the much smaller FERPA-compliant sample used in the analysis. The analysis should have compared and
reported the demographics and achievement of all students taught by TFA teachers/alumni in TFA schools to the final sample of students taught by TFA teachers in TFA schools after the masking of data to comply with FERPA. Because the report did not furnish such an analysis, we do not know how the masking procedure affected the demographic and achievement profiles of students taught by TFA teachers. This matters because if the final sample of students taught by TFA teachers was substantially different from the initial sample, then the findings would not necessarily be generalizable to the entire population of students taught by TFA teachers.

Second, the report failed to consistently provide accurate and comprehensive information about which students were included in the final sample and which students were not included. While the flowcharts in Appendix C provide some detail about the exclusion of students, other areas in the report describe additional exclusions not included in the flowcharts. For example, footnote 50 on page 23 notes, “Among student demographic variables, non-economically disadvantaged students were excluded from the analysis because TFA primarily focuses on economically disadvantaged communities.” In addition, students taking a modified, alternate, or Spanish-language version of the 2010-11 TAKS were excluded from the analysis. Our own estimates using student-level data for the TAKS in 2010-11 suggests employing these three exclusions would result in excluding between 30% and 40% of all students depending on the grade level and subject area. These exclusions would be particularly problematic if applied after the PSM, as the groups would no longer be comparable on the variable upon which they were matched. Unfortunately, the report provides very little information about these exclusions, and we could not verify the characteristics of the students in the various samples used in the report. Ultimately, readers simply do not have enough information to fully understand to which conclusions and implications the exclusions applied, and thus should not blindly accept as appropriate the conclusions made in the study.

Third, the inclusion of the average of prior TAKS scores over the three previous years in the hierarchical linear model suggests that students with missing TAKS scores were excluded from the analysis. As noted above, the study provides no details about the number and percentage of students excluded from the sample for these reasons and whether the exclusions affected TFA and non-TFA students equally. Our own analysis of student-level Texas TAKS data from the same year and of schools in the same regions as the report suggests using the above three exclusion criteria would exclude more than 50% of all students from the original population of students.

Fourth, as was the case with the creation of the sample of students, many details of the construction of the final sample of schools were missing from the report. For example, as
noted above, 717 (44%) of the non-TFA campuses were from the district “back up” set of comparison schools and, as the report admitted, were not subjected to the PSM procedure. As a consequence, the report could not fully control for school characteristics; the HLM analysis and the report’s conclusions, however, assumed the PSM procedure did adequately control for school characteristics.

Fifth, the initial sample of TFA schools differed markedly from both the non-TFA schools and the final sample of TFA schools. Specifically, as shown in Table 5, only about 54% of TFA schools had students enrolled in mathematics courses, compared with about 99% of non-TFA schools—making the schools employing TFA teachers substantially different in this regard from schools not employing TFA teachers. Our analysis of Texas school data reveals that schools with sixth-grade mathematics classes are, in fact, substantially different in important ways from schools with no mathematics classes. For example, schools with mathematics classes in the sixth grade are more likely to participate in the state’s school accountability rating system. They also have a greater number of enrolled students and lower student mobility rates; in addition, they are more likely to be a traditional middle school serving grades 6 through 8. These issues should have been explored in the report to ensure they had no effect on student test scores.

Table 5. Effect of Excluding Schools with Students not Enrolled in Mathematics Classes on the Number of Schools Included in the Sample in Math

<table>
<thead>
<tr>
<th></th>
<th>Grades 4-5</th>
<th></th>
<th>Grades 6-8</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TFA</td>
<td>Not TFA</td>
<td>TFA</td>
<td>Not TFA</td>
</tr>
<tr>
<td><strong>Original Sample</strong></td>
<td>81</td>
<td>--</td>
<td>385</td>
<td>--</td>
</tr>
<tr>
<td><strong>After Excluding Students</strong></td>
<td>43</td>
<td>329</td>
<td>61</td>
<td>370</td>
</tr>
<tr>
<td><strong>Not Enrolled in Math</strong></td>
<td>43</td>
<td>53%</td>
<td>329</td>
<td>85%</td>
</tr>
<tr>
<td><strong>Absent too Many Days</strong></td>
<td>43</td>
<td>53%</td>
<td>329</td>
<td>85%</td>
</tr>
</tbody>
</table>

Notes: % refers to percent of original sample (the top row). As with table 2, the patterns in math are similar to those in reading, the reading statistics have been excluded for the sake of simplicity.

Sixth, the report never details specific information about the number or characteristics of teachers included in the final samples used in the PSM procedure and HLM analysis. Clearly, a number of schools were removed from the analysis, yet we do not know how this affected the number of TFA teachers/alumni. Moreover, we do not know how many students were taught by each teacher. Because the data were masked to comply with FERPA, some teachers had fewer students included in the analysis while other teachers had greater numbers of students in the analysis. The study does not address or explore this issue in any manner. Due to data restrictions, the study could not report on any teacher characteristics, thus we also do not know if TFA teachers/alumni were significantly
different in important ways from non-TFA teachers/alumni. These differences could have influenced the study such that the findings would have been very different.

Finally, the total sample of schools in the TFA alumni analysis was extremely small. For grades 4 and 5, only 14 TFA alumni schools were included; for grades 6 through 8, only 12 TFA alumni schools were included. With such a small sample, the inclusion of a few outlier schools with very high achievement could skew the results for TFA alumni schools. The study does not explore the possible effects of such a small sample, but it does state readers should interpret the results for the TFA alumni with caution. Importantly, two of the three statistically significant results were from the middle grades alumni analysis—the very analysis with the smallest sample of schools and thus the most susceptible to the effects of outliers.

**Critique of Matching Procedure**

As with the sampling procedure, there are a number of serious concerns about the matching procedures employed in the study. Our critiques are contained in three different broad areas: critique of the variables included in the PSM procedure, critique of the variables omitted from the PSM procedure, and critique of the results of the PSM procedure.

**Critique of the Variables Included in the PSM Procedure**

There were several important issues related to the variables included in the PSM analysis. First, the demographic and achievement characteristics employed in the matching of schools were problematic. With respect to demographic characteristics, the use of the percentage of students participating in the federal free- and reduced-price meal program (FARM) masks the variation in the percentage of students participating in the free-lunch side of the program. Other research has found the percentage of free-lunch students has a more significant impact on student scores than the percentage of students participating in the reduced-price lunch program. Since schools with similar FARM percentages could have dramatically different percentages of students participating in the free meal portion of the program, the results of the study are likely inaccurate because of the failure to use the more important measure, which was publicly available on the Texas Education Agency (TEA) website.

The school achievement characteristic used to match schools was similarly problematic. Specifically, the report relies on the percentage of students passing the TAKS as the matching criteria. Because of the binary nature of the passing metric, however, the percentage passing masks real differences in achievement levels as measured by average scale scores; two schools with identical percentages of students passing the TAKS mathematics test could have dramatically different average scale scores. Again, given the impact of peer effects on achievement, the failure to accurately account for the true level of achievement in a school likely resulted in inaccurate results.
A final issue related to the variables included in the PSM was the matching of novice TFA teachers to novice non-TFA teachers and TFA alumni to experienced non-TFA alumni teachers. The report relied on a variable of educator experience to classify teachers as novice (two or fewer years of teaching) or experienced (greater than two years of teaching). This classification, provided by TEA, is problematic, however. We investigated the accuracy of TEA’s identification of novice teachers in the four regions of the state included in the study. Of the 16,107 teachers identified as being novice in 2010-11, we found 5% had more than two years of teaching experience in Texas public schools based on teacher employment records from the 1987-88 through 2009-10 school years—meaning they were not, in fact, novice teachers. The error rate was even greater for those identified by TEA as “beginning” teachers—more than 10% actually had documented teaching experience in Texas public schools prior to 2010-11. In addition, we also found that another 5% of the “novice” teachers were either designated as beginning teachers or had four or more years of experience in 2011-12, thus raising questions about the accuracy of the identification of novice teachers. With a large sample of teachers, this would likely not be an important issue. Remember, however, that the alumni comparisons relied on very, very small numbers of teachers. Thus, the mis-identification of only a few teachers could influence the results. We do not know how the error rate was distributed across TFA and non-TFA teachers, and the report did not examine this possibility. Lacking that information, we are unable to hypothesize how these types of errors might affect the estimates of the effectiveness of TFA teachers and alumni. Given the importance of controlling for years of experience when estimating teacher effects on student test scores, the report’s failure to ensure teacher experience was accurately identified is a serious cause for concern about the accuracy of its results.

Critique of the Variables Excluded in the PSM Procedure

Using PSM as a strategy to control for important factors related to the achievement of students requires including all factors in the matching procedure that influence both student assignment to TFA teachers/alumni and student test scores. Then the PSM can approximate a random experiment, and any difference in test scores between the two groups could then be attributed to some TFA effect. Below, we make the case below that not all relevant variables were included in the PSM procedure for three reasons: data unavailability, decisions by the researchers involved in the study, and data that is simply not measured.

Unavailability of Data. Even though some important data was collected by the state and theoretically available, the data was not made available for the study, primarily due to FERPA considerations by the state. For example, the researchers did not have access to accurate information on the actual years of experience of the teacher or teacher characteristics such as certification test scores, route to certification, or selectiveness of undergraduate institution. Ideally, the study would have matched teachers on these characteristics to control for the influence of such factors on student test scores. In fact, the TEA did not make the teacher data available for the study, so there was no matching of any teacher characteristics. Note that the researchers could have at least examined the

http://nepc.colorado.edu/thinktank/review-evaluation-TFA-texas
characteristics across TFA and non-TFA schools using publicly available data, but chose not to do so.

**Decisions by Researchers.** A number of different variables potentially associated with student test scores were available to use in the study, but were not employed in the matching procedure or in the HLM analysis. First, there is no evidence the study’s matching procedure included a school’s grade span, charter status, participation in the regular state accountability system, percentage of mobile students, percentage of students at risk, average scale score on TAKS, or percentage of students not taking the standard TAKS. All of these factors were publicly available on the TEA website and would be important to employ in constructing an appropriate set of comparison schools. The exclusion of readily available variables calls into question the accuracy of the matching procedure and, hence, the conclusions of the report.

Relatedly, the PSM procedure failed to control for length of school day, week, or year. Normally, one could assume instructional time is equal across schools. However, a number of high-profile charter schools such as KIPP and YES Preparatory utilize longer days, weeks, or years. Further, five middle schools and 12 elementary schools in Houston Independent School District are part of the Apollo 20 effort that requires schools to use extended time strategies. As noted in the appendix of the report (p. 106), the greatest proportion of students included in the analysis was in the Houston region, and this region had at least 20 elementary schools and 28 middle schools using extended time strategies. Since Apollo 20 schools, KIPP charter schools, and YES Preparatory schools seek and often do employ TFA teachers, the report should have either excluded extended time schools or included this factor in the PSM procedure. Such data is publicly available, and the report could have easily identified such schools. Failure to include it could have very likely led to the TFA effects being confounded with extended time effects. In fact, the evaluation of the impact of Apollo 20 schools on TAKS scores found very similar effect sizes for middle school mathematics as the Edvance report; that study concluded extended time was one reason for the effect of Apollo schools on student achievement. Thus, the TFA “teacher” effect found in this report may, in fact, be explained by the relationship between extended time schools and higher student TAKS scores.

**Unmeasured Data.** If factors associated with student test scores are not measured, then clearly they would be unavailable to use in the PSM procedure. If these unmeasured characteristics—such as school climate, strong school leadership, teacher qualifications, or teacher turnover—are not randomly distributed across both groups of students (those taught by TFA teachers/alumni and those not taught by TFA teachers/alumni), then the PSM will yield inaccurate results unless appropriate statistical approaches in the HLM are employed. Given that only a handful of characteristics were included in the PSM match
and that the HLM analysis did not use student- or school-fixed effects, the reported effects of TFA are very likely to be confounded with important, but unmeasured, characteristics of students, teachers, and schools.

**Critique of the Results of the PSM Procedure**

One important overall critique is that the PSM failed to achieve comparability in the middle grades between the TFA and non-TFA schools on multiple factors: the proportion of students who were economically disadvantaged, percentages of African American and Hispanic Students, and percentage of Limited English Proficiency students. The report does note the lack of comparability in the PSM procedure and appropriately includes the factors that were not matched well in the PSM procedure in the subsequent HLM analysis. The extent to which this inclusion controlled for the poorly matched factors is unclear, as the authors do not describe any additional analysis that would assure the reader of the effectiveness of the approach. If the approach failed, then the estimates of the effectiveness of TFA teachers and alumni would be confounded. While the authors do acknowledge these problems, they do not adequately explain these limitations in relation to their main policy findings.

**Statistical Analysis**

As with the sampling and PSM procedures, there were also multiple issues with the HLM analysis employed in the study.

One major problem with the HLM analysis is that it did not adjust for the measurement error in TAKS scores. With any test score, there is an amount of uncertainty, or measurement error, present. Failure to adjust such models for measurement error often leads to inaccurate results. This study, then, likely has inaccurate estimates of any TFA effect on student test scores. Even if not included in the model, the study should have at least mentioned the issue of measurement error.

Second, the report takes a problematic approach to derive the covariate it uses to control for prior student scores. In an appendix footnote on page 88, the report states that the covariate was the average of all prior scores in a particular subject area. The average, though, masks differences in changes in scale scores over time. For example, suppose we have two students whose eighth-grade math score was 900 and whose average math score from the three prior grades was 700. Let us also suppose student A had prior scores of 700, 700, and 700 in grades 5, 6, and 7, while student B had prior scores of 600, 700, and 800. Both students would have the same average score, but student B would arguably be much more likely to be expected to obtain a score of 900 in the eighth grade than student A. By not actually controlling for specific prior scores for each year or for the rate of student progress, the model likely masks differences among students and among schools, producing inaccurate results.
Third, as noted above, the PSM procedure could not control for unmeasured factors. This issue could have been rectified in the HLM analysis by employing school-fixed effects as a means of controlling for the unobserved characteristics of schools. The report, however, did not employ such a strategy and did not even mention the issue of potential unobserved characteristics that could influence the results. Nor did the study conduct additional sensitivity analyses to allay concerns about unobserved characteristics influencing the outcomes. The failure to even mention or investigate the possibility of unmeasured characteristics influencing the outcomes of the analysis calls into question the accuracy of the results of the HLM analysis.

Fourth, the way in which teaching experience was included in the analysis may be problematic. The report defined novice teachers as teachers within their first two years of teaching and experienced teachers as those with more than two years of experience. Given that most research suggests a fairly steep learning curve over at least the first three years of teaching experience, differences in the number and percentage of students taught by teachers in their first and second years of teaching between TFA and non-TFA teachers, could cause the results of the HLM estimates to be inaccurate. The same issue would apply to TFA alumni and experienced non-TFA teachers, since there was no matching or control variable employed for years of experience. While the effects of additional years of experience are greatest in the initial years of teaching, some research has found that improvements in effectiveness in improving test scores increases over a longer time period. Experience levels, then, could have varied dramatically between the two groups of teachers in ways not captured by the simple division between teachers in their first two years and those more than two years of experience. The extent to which actual years of experience are comparable between TFA and non-TFA teachers is unclear because the study did not report any information about the distribution of teachers or students by the years of experience of the teachers.

Finally, the report did not contextualize the findings within the broader set of issues surrounding TFA. In particular, the study did not examine or note the potential impact of the attrition of TFA teachers. This is particularly salient, as teacher turnover at the school level depresses student achievement. Despite repeated claims that TFA teachers as a group do not have a high rate of attrition from teaching, various reports repeatedly find TFA teachers do have a very high turnover rates; one such report was conducted in Texas. Even if we accept the findings of the report, the failure to assess the negative impact of high rates of TFA teacher attrition on student test scores means the findings may be overstated.

VI. Review of the Validity of the Findings and Conclusions

The validity of the report’s conclusions is questionable for numerous reasons. The overall goals of the report were to isolate the effect of TFA teachers/alumni and determine the size of these TFA teacher/alumni effects on student test scores. To accomplish this, the study employed PSM to isolate the TFA effect, but the estimated effect is mostly likely
confounded with other factors influencing test scores because of (1) key omitted variables, (2) problems with the included variables, and (3) failure of the PSM procedure to include all schools in the matching process and subsequent failure to achieve comparability at the school level. To estimate the size of the TFA teacher/alumni effects the authors employed HLM. Issues with measurement error and aggregation of prior years of student test scores, as well as problems related to the omission of key variables akin to those omitted from the PSM, suggest the size of the TFA effects are likely different than what is stated in the report.

The issues of the attribution and size of the effects are further complicated by (a) a mismatch between the report’s intended and actual-level analyses and (b) unclear sample characteristics.

The report’s research questions and subsequent interpretations of the findings do not reflect the nature of the authors’ data. While the report is interested in teacher effects, the study had access to only individual-, student-, and school-level data. Situations such as this are common and understandable; however, the limitations of the data should have been explicitly acknowledged, and the authors would have been well served in reformulating their research questions and interpretations at the school level. It is unclear the degree to which the report’s findings at the campus level translate to the effectiveness of teachers. The second issue that cuts across both the attribution and estimation of the size of the effects is that of sample size. The exact characteristics of the samples used are unclear due to numerous exclusions, which were often referenced only in footnotes. The degree to which the samples are representative of the population of Texas students taught by, and schools employing, TFA teachers or alumni is not included in the report. Thus, the attribution of the reported effects to TFA teachers and TFA alumni stands on extremely weak conceptual and empirical grounds.

There are multiple methodological issues with the report’s PSM and HLM procedures. These issues are not trivial—they are likely to have caused the final results of the HLM analysis to be inaccurate and to have led to improper conclusions. While the report finds some effects large enough to be relevant to policy, the errors in its analysis make attributing the effects to TFA teachers impossible. And by ignoring repeated reports of high TFA turnover rates, the report fails to assess how high TFA attrition rates might affect student test scores, increasing the chances the findings are overstated.

Perhaps most importantly, the report’s hierarchical linear model estimates campus- or school-level effects rather than teacher-level effects. This issue is similar to the issues surrounding the estimation of the PSM at the campus level, and produces differences in student test scores between campuses with at least one TFA teacher and campuses without. This stands at odds with the report’s express research questions, which are about the effect of TFA teachers on student test score performance. It is unclear the degree to which the report’s findings at the campus level translate to the effectiveness of teachers.
VII. Usefulness of the Report for Guidance of Policy and Practice

As documented in detail above, the report has serious flaws that jeopardize all of the conclusions related to the effects of TFA teachers on student test scores. While the report concludes TFA alumni cause higher performance on the TAKS math and reading assessments in middle grades, and novice TFA teachers cause higher performance on the TAKS mathematics assessments in the middle grades, the study only indirectly investigates the impact of TFA teachers on student test scores. Thus, conclusions about actual teacher effectiveness are misplaced. Compounding this issue, numerous methodological issues render its conclusions unusable for policymakers.

What most parents and members of the public expect from teachers and schools far exceeds test scores on multiple-choice tests. Tests such as TAKS assess only a limited amount of information about what a student knows and can do. A more complete assessment of the effect of TFA teachers would examine how TFA teachers influence other important outcomes, such as a student’s ability to communicate, collaborate, and reflect on her or his own learning—the skills needed in the 21st century.

The report’s main benefit is to inform future investigations of TFA teachers and student test scores. It suggests future investigations of TFA would be well served by understanding the characteristics of TFA alumni, whose campuses show large effects, as well as by focusing on in-depth evaluations of TFA in grades 6 to 8, in which the report did find effects. Such evaluations must rely on complete sets of students in classrooms taught by TFA teachers matched to similar classrooms taught by non-TFA teachers within the same school. The conclusion that TFA teachers have a positive impact on student TAKS test scores in mathematics and reading is simply not adequately supported by this report, and it should not be considered solid evidence of any such effect.
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Ware, A., LaTurner, J. A., Parsons, J., Okulicz-Kozaryn, A., Garland, M., & Klopfenstein, K. (2011). *Teacher preparation programs and Teach For America research study.* Dallas, TX: The University of Texas at Dallas, Education Research Center.